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Preface to the Second Edition 

The second edition of this book is written very much with the same goals as 
the first edition, and though there ·are a number of changes, the book is 
essentially unaltered in structure and in methodology. My primary goal in 
writing a second edition was to make the book more user-friendly by clarify­
ing and expanding a number of passages which were felt to be confusing and 
to eliminate a number of inaccuracies and inconsistencies which had been 
pointed out to me by various users of the book. I have also used this op­
portunity for increasing the number of cross-references in the book. In ad­
dition I also wanted to update the book and integrate the results of more 
recent research. Written in 1988-9, the first edition lacks references to a 
number of concepts which have become prominent in the theory and I have 
tried to integrate these in the book without creating an imbalance. 

An important question I had to to face was that of deciding how much 
space I ought to devote to the Minimalist Program, which was initiated by 
Noam Chomsky in 1992 and which is in the process of being elaborated. 
Though the Minimalist Program offers many attractive aspects I feel that it 
is at the preseilt stage too much of a research programme to become the 
object matter of a systematic introduction in a textbook, and for this reason, 
I have limited the discussion of the Minimalist Program. However, while this 
second edition has not become an introduction to the Minimalist Program I 
do try to highlight those concepts and elements of the theory which have 
become more prominent in the Minimalist Program. I have given more atten­
tion, for instance, to the role of functional heads, to specifier-head agreement 
relations, to reconstruction, etc. In this way I hope that the book will be 
useful also for those who wish to study the Minimalist Program. Whenever 
it seemed relevant and appropriate in the context of this book I have also 
briefly alluded to other concepts which are prominent in the Minimalist 
Program. 

In order to provide space for new components without producing too large 
a book I have eliminated the last two chapters from the first edition. These 
chapters dealt with structures of Romance and Germanic languages and were 

felt by many to be less well integrated in the book. Some of the points dealt 
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with in those chapters, however, have been reintegrated in the main body of 
the book. To mention some examples: the null object construction in Italian 
and in Portuguese is now discussed in chapter 8, verb movement and the 
head movement constraint is discussed in chapter 1 1, scrambling is discussed 
briefly in chapter 3 and is integrated in an exercise in chapter 8. 

In the second edition chapter 1 1  focuses on functional categories and centres 
around the split INFL hypothesis. It also introduces the DP-hypothesis. and 
the notion of extended projection. The chapter also offers a brief comparison 
between the treatment of V-movement presented in this book and that in the 
Minimalist Program. Chapter 12 is now devoted to a discussion of Relativized 
Minimality and the Empty Category Principle and to related issues such as 
the problem of defining A-positions in a framework which adopts the subject­
in-VP hypothesis. Throughout the main body of the book I have integrated 
or expanded discussions of a number of concepts which did not receive due 
attention in the first edition: to mention perhaps the more prominent: prop­
erties of pro-drop languages (Introduction), the structure of small clauses 
(chapter 2), chain-formation (chapter 6), reconstruction (chapter 9), multiple 
movement (chapter 9), wh-absorption, (chapter 9), Full Interpretation (chap­
ter 9), expletive replacement (chapter 9). 

An objection which could be raised against the first edition is that the 
theory was presented perhaps too rigidly and that students might easily get 
the impression of a completely finished and fixed framework without any 
room for creativity or flexibility. For some students this could actually lead 
to too strong a dependence on the book and to a lack of confidence in their 
own independent thinking. Complications and issues for further research 
were largely presented in the form of exercises. In this edition I have tried to 
integrate some more extensive discussion of alternative issues within the main 
body of the text. One controversy which I have integrated in the discussion, 
for instance, concerns the way word-order variation should be dealt with in 
the theory. In so doing I hope to have shown that the theory is still evolving 
and should be constantly evaluated and re-evaluated in the light of new 
theoretical developments or empirical discoveries. I have also added additional 
exercises which highlight remaining problems and controversial issues and 
draw the students' attention to those research areas which are still an impor­
tant challenge for the theory. This way I hope the book will stimulate and 
encourage independent and creative thinking on the part of the readers. 

The work of revising the text was made much easier by the feedback I 
received from students and colleagues in the field. It is difficult to include all 
those who encouraged me by their comments and suggestions here. First 
I should thank Jelly Julia de Jong and Henk Verkuyl. They both sent me 
detailed page-by-page comments on most sections of the book; their notes 
were the stepping stones which guided me throughout the revision. Thanks 



Preface to the Second Edition xix 

are also due to Anna Gavarro. Wim de Geest, Arild Hestvik, David Lightfoot, 
Andrea Moro, Jean Rutten, Manuela Schoenenberger, Bill Turkel, Sten Vikner 
and Patrick Winston for comments on the book in general or on specific 
sections. The following colleagues were so kind as to respond to Blackwell's 
questionnaire and their comments helped me in making a number of deci­
sions concerning the revisions: Andrew Barss, Frits Beukema, Wynn Chao, 
Sheila Dooley Collberg, Marcel den Dikken, Stanley Dubinsky, Grant Goodall, 
Eithne Guilfoyle, Y. Huang, Mark Johnson, Wim Koopman, Ans van 
Kemenade, Richard K. Larson, R. Mesthrie, Kumbirai G. Mkanganwi, Frits 
Stuurman and Henry Smith. I have tried to take into account their comments 
during the revisions. I also thank my colleagues in Geneva for creating a 
stimulating environment for doing generative syntax: Adriana Belletti, Corinne 
Grange, Teresa Guasti, Eric Haeberli, Genoveva Puskas, Manuela Schoen­
enberger, Ur Shlonsky and Eric Wehrli. Special thanks are due to Luigi Rizzi 
whose classes have inspired many of the revisions in the second edition. I 
wish also to thank the students whose comments made me see many short­
comings of the book and inspired the revisions. The following deserve special 
mention: Enoch Aboh, Carlo Cecchetto, Elisa di Domenico, Eric Haeberli, 
David Hodgetts, Odette Kowalski Sandra Leuenberger, Julien Musolino, 
Lucienne Rasetti and Michal Starke, all in Geneva, and Michael Talion in 
Georgetown. Thanks to Corinne Graqge for proofreading and for indexing 
the book and to Marguerite Nesling for the copy editing. Last but not least 
I also thank all the users of my book, students and teachers. I hope that this 
textbook will show to them that generative syntax offers us an exciting and 
stimulating way of thinking about language. 
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Preface to the First Edition 

The purpose of this book is to provide an introduction to the mainline 
version of Government and Binding Theory, or GB-theory, using as a basis 
Noam Chomsky's more recent writings. Starting from the ideas developed in 
the Lectures on Government and Binding (1981a), the book will include the 
most important notions and concepts of Some Concepts and Consequences 
of the Theory of Government and Binding ( 1982), Knowledge of Language 
(1986a) and Barriers (1986b). Some of the concepts that were used earlier in 
the development of generative grammar but have become less relevant will 
occasionally be referred to and reference will also be made to some of the 
more recent developments of the theory. The aim of the book is not to make 
the reader familiar with all the literature published within the GB framework, 
but rather to enable him to read this literature himself, to understand it and 
t� evaluate it independently. 

The book is aimed at intermediate students in linguistics. A general intro­
duction to generative syntax is presupposed. Roughly, the reader would be 
expected to be familiar with notions such as competence, performance, in­
formants and linguistic intuition, grammaticality, acceptability, autonomy of 
syntax, etc. and to be able to parse sentences using the tree diagram repre­
sentation and the labelled bracketing format. The hook presupposes some 
understanding of terms such as constituent, phrase, grammatical function, 
lexical category, etc., but this does not mean that such concepts and terms 
will be taken for granted entirely. On the contrary, part of the aim of the 
book will be to give the concepts and terms with which the reader is familiar 
more precise content by offering a coherent theoretical background. 

The book should be usable both in the classroom and for private study. 
It consists of twelve chapters each dealing with a particular component of 
the theory. Each chapter will contain a number of exercises which allow the 
reader to test the knowledge acquired in the chapter. 

As a basis for the organization of the book I have chosen to start from the 
project ion principle: i.e. the idea that all syntactic structure is projected from 
the lexicon. This idea is introduced in the first chapter. Starting from this 
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Introduction 

The aim of this book is to offer an introduction to the version of generative 
syntax usually referred to as Government and Binding Theory.1 I shall not 
dwell on this label here; its significance will become clear in later chapters of 
this book. 

Government-Binding Theory is a natural development of earlier versions 
of generative grammar, initiated by Noam Chomsky some thirty years ago. 
The purpose of this introductory chapter is not to provide a historical survey 
of the Chomskian tradition. A full discussion of the history of the generative 
enterprise would in itself be the basis for a book.2 What I shall do here is 
offer a short and informal sketch of the essential motivation for the line of 
enquiry to be pursued. Throughout the book the initial points will become 
more concrete and more precise. 

By means of footnotes I shall also direct the reader to further reading 
related to the matter at hand. Much of the primary literature will be hard to 
follow for the reader who has not worked his) way through the book, but 
I hope that the information will be useful for future reference. 

1 Chomsky (199::1.) himself expresses reservations about the label 'Government and 
Binding Theory' and refers to the theory we are concerned with here as the 'Principles 
and Parameters Theory'. The latter term is more comprehensive in that it covers 
work done in the Government and Binding tradition as developed in the present 
book, and also work done in a recent dev�lopment in the generative framework 
usually referred to as the Minimalist Program (Chomsky, 1992). Since the label 
Government and Binding Theory or its abbreviation GB-theory is widespread we 
continue to use it here to refer to the generative work initiated by Chomsky's book 
Lectures on Government and Binding (1981a). The term allows us to distinguish 
the approach developed here from the more recent approach in the Minimalist 
Program. 

2 For a survey of the development of the theory see van Riemsdijk and Wdliams 
(1986). This work should be accessible once chapter 7 has been covered. 

The reader will find a good introduction to generative grammar in general in­
troductions to linguistics such as Akmajian, Demers and Harnish (1979), Fromkin 
and Rodman (1988, 1992), Lighdoot (1982), Smith and Wilson (1979), etc. These 
works should be accessible at this point. For more advanced introductions the 
reader is referred to Chomsky (1965, 1981a, b, C, 1982, 1986a, 1988, 1991), but 
reading them should be postponed until after chapter 7 of this book, at which 
point we shall have covered most of the technical issues that are discussed. 

1 My use of the pronoun bis for referents which may be either male and female 
follows the conventions of English grammar and I hope that the female readers of 
this book will not feel offended by it. 
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1 Linguistics: The Science of Language 

When asked to indicate one prominent feature that distinguishes human beings 
from animals, many would probably say that this feature is 'language'. Even 
though animals may have communication systems, none of these systems is 
as rich or as versatile as the language used by humans. Language is human­
specific.4 This means that an understanding of the mechanisms of human 
language may lead us to understand, at least partly, what it is that distin­
guishes human beings from animals. Linguistics, the study of language, gives 
us an insight into the human mind. 

Leonard Bloomfield defined linguistics as the science of language (Bloom­
field, 1935). �ike all scientists, linguists will aim at formulating the general 
principles to account for the data with which they are faced. Linguists try to 
formulate generalizations about linguistic data, i.e. language.s 

There are various ways of approaching the study of language. I assume the 
reader is familiar with the traditional view of language study, where the focus 
is often on the study of one specific language, say English. A linguist studying 
English will try to characterize the principles that determine the formation 
of English sentences. The goal will be to provide a systematic description of 
English sentence formation, the grammar of English. The description will 
have to account for data such as the following: 

la Agatha Christie has written many books. 
1b I don't like detective stories. 

The sentences in (1) are well formed. They contrast with the sentences in 
(2), which are ill formed. 

2a * Agatha Christie many books written has. 
2b *1 detective stories like. 

Well formed English sentences are constructed according to the grammar 
of English: they are grammatical. The sentences in (2) are not formed according 

In their introduction to linguistics Akmajian, Demers and Hamish (1979) present 
a fairly comprehensive discussion of the differences between human language and 
animal language. 
Robins (1967) and Newmeyer (1980, 1983) offer good surveys of the development 
of linguistics. These books will offer a broader background to situate the theory 
we are discussing here in its historical context. 
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to the grammar of English : they are ungrammatical, as indicated by the 
asterisks. 

When writing a grammar, the linguist will not stop at merely listing exam­
ples with the appropriate grammaticality judgements. A simple catalogue of 
sentences may be an interesting basis for discussion but it cannot be the 
ultimate goal of scientific research. In addition to describing the data, the 
linguist will formulate general principles which will be applicable to further 
data. Informally, a linguist might account for the ungrammaticality of (2), for 
instance, by proposing that in English verbs precede their direct objects. A 
first hypothesis might be that English sentences are constructed according to 
the SVO pattern: subject precedes verb, verb precedes object. Let us call this 
the SVO hypothesis. Having formulated this hypothesis on the basis of a 
limited set of data, the linguist will test it on the basis of further data. The 
SVO hypothesis will lead him to predict, for instance, that (3a) and (3b) are 
grammatical; but as it stands, the hypothesis also predicts that (3c) and (3d) 
are ungrammatical: the objects, detective stories and which stories respec­
tively, precede the subjects: 

3a Jeeves is baking a cake. 
3b John has bought a new car. 

3c Detective stories, I don't like. 
3d Which stories do you like? 

Either the SVO. hypothesis itself will have to be modified in the light of the 
data in (3c) and (3d) or one or more extra principles are needed which inter­
act with the original hypothesis to account for the grammaticality of (3c) and 
(3d). We might, for example, formulate a rule of topicalization which moves 
a direct objc:<;t to the beginning of the sentence to account for (3c) . In addition 
we might formulate a rule for question formation which (i) moves the 
questioning element (which stories) to the initial position of the sentence, and 
(ii) inverts subject and auxiliary (do) (cf. (3d)). 

The total of all the rules and principles that have been formulated with 
respect to a language constitutes the grammar of that language. A grammar 
of a language is a coherent system of rules and principles that are at the basis 
of the grammatical sentences of a language. We say that a grammar generates 
the sentences of a language. 

A first requirement for any grammar is that it provides a characterization 
of the language it describes, i.e. the grammar must be able to distinguish 
those strings of words which are sentences of the language from those which 
are not sentences of the language in question. Such a grammar will be obser­
vationally adequate. 
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2 The Native Speaker: Grammaticality and 
Acceptability 

2. 1 Descriptive Adequacy 

Not only linguists have the ability to judge English sentences. Every native 
speaker of English knows intuitively that the sentences in (1 )  and (3) are 
acceptable and that those in (2) are not. Moreover, every native speaker of 
English produces a large number of grammatical sentences and understands 
the English sentences that he comes across. The native speaker may not be 
able to formulate the general principles that underlie the sentences he pro­
duces, but he has an unconscious or tacit knowledge of such principles; he 
has internalized a grammar of the language. The native speaker's tacit 
knowledge of the grammar of his language is the focus of enquiry for the 
linguist working in the Chomskian tradition. We say that a grammar reaches 
descriptive adequacy if, in addition to describing the data, it provides an 
account for the native speaker's intuitions. 

Let us consider some examples. We have proposed that (3c) and (3d) could 
be generated by a process that moves the direct object leftward to the begin­
ning of the sentence. Now consider the examples in (4), which are not ac­
ceptable (hence the asterisk): 

4a "Detective stories, I wonder if he likes. 
4b "Where do you wonder if he lives? 

To account for the unacceptability of (4a) we might propose that the process 
which moves the direct object in (3c) must be constrained: the direct object 
cannot move across if. 

Similarly, when we consider (4b) we might propose that the rule of ques­
tion formation must also be constrained: the questioning element (where) must 
not move across if. At this point we have reached observational adequacy: we 
provide a description of the facts. However, if we stop at this point we are 
missing a significant generalization. The ungrammaticality of (4a) and (4b) is 
due to the same constraint. A descriptively adequate grammar will not simply 
provide an analysis for (3c) and (3d) and for the deviance of (4a) and (4b), 
but it will try to capture the relation between (4a) and (4b) and formulate a 
general principle to explain why both (4a) and (4b) are felt to be unaccept­
able. Such a principle may be that no element in English must be moved 
across if. This general principle will also lead us to predict that the .examples 
in (5) are ungrammatical, whereas those in (6) are grammatical: 

. ' 



Introduction: The Chomskian Perspective on Language Study 7 

Sa .. Where do you wonder if Emsworth has hidden the Empress?  
5b .. Which detective do you wonder ifEmsworth will invite for Sunday lunch? 
5c "To Bill, I wonder if he will give any money. 

6a Where has Emsworth hidden the Empress? 
6b Which detective will Emsworth invite for Sunday lunch? 
6c To Bill, he won't give any money. 

The general constraint which blocks movement of an element across if will 
be taken to be part of the native speaker's internal grammar. 

A descriptively adequate grammar will not only describe the linguistic data, 
but it will contain the general principles and processes that enable the native 
speaker to produce and interpret sentences in his language and decide on the 
acceptability of sentences. Such a grammar is an explicit formulation of the 
tacit linguistic knowledge of the native speaker, his internal grammar. 

The shift of focus from language itself to the native speaker's knowledge 
of language is the major feature of the Chomskian tradition. Both the gen­
erative linguist and the traditional linguist will be constructing grammars, i.e. 
general systems that underlie the sentences of a language. But the generative 
linguist conceives of his grammar as a rdlex of the native speaker's compe­
tence. The grammar is a representation of the speaker's internal linguistic 
knowledge. 

2.2 Grammaticality and Acceptability 

At this point we turn to the notions of 'grammaticality' and 'acceptability'. 
'Grammaticality' is a theoretical notion. A sentence is grammatical if it is 
formed according to the grammar of English as formulated by the linguist. 
'Acceptability', on the other hand, is the term which characterizes the native 
speaker's intuitions about the linguistic data. Consider (7): 

7a Bill had left. It was clear. 
7b [That Bill had left] was clear. 
7c It was clear [that Bill had left]. 
7d Once that it was clear [that Bill had left], we gave up. 
7e Once that [that Bill had left] was clear, we gave up. 

(7a) contains two independent sentences. In (7b) the bracketed sentence 
Bill had left is the subject of the complex sentence that Bill had left was clear. 
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We say that Bill had left is a subordinate clause. It is introduced by that, a 
subordinating conjunction. Similarly, in (7c) that Bill had left is a subordinate 
clause. In (7d) the sentence (7c) is a subordinate clause in a complex sentence. 
A grammar must generate complex sentences in which one clause is part of 
another one. 

Let us turn to (7e). The sentence is odd for most native speakers: it is not 
acceptable. However, this sentence is formed according to the same principle 
that we posited to account for the formation of (7b)-(7d), i.e. that one sen­
tence may become part of another sentence. Hence (7e) would be grammatical, 
though it is not acceptable. 

Faced with intuitions such as that for (7e) the linguist might. decide to 
modify the grammar he has formulated in such a way that sentence (7e) is 
considered to be ungrammatical. He may also decide, however, that (7e) is 
grammatical, and that the unacceptability of the sentence is due to independ­
ent reasons. For instance, (7e) may be argued to be unacceptable because the 
sentence is hard to process. In the latter case the unacceptability is not strictly 
due to linguistic factors but is due to the more general mechanisms used for 
processing information. 

The native speaker who judges a sentence cannot decide whether it is 
grammatical. He only has intuitions about acceptability. It is for the linguist 
to determine whether the unacceptability of a sentence is due to grammatical 
principles or whether it may be due to other factors. It is the linguist's task 
to determine what it is that makes (7e) unacceptable. This entails that there 
may be disagreement between linguists as to whether certain unacceptable 
sentences are grammatical or not. The disagreement is not one of conflicting 
judgements of the sentence (although these may also exist), but it is one of 
analysis. The linguist will have to determine to what degree the unacceptability 
of a sentence is to be accounted for in terms of the grammar. All the linguist 
has to go by, though, is the native speaker's intuitions about language, and 
these, as argued above, are the result of the interaction between his internal 
grammar and other factors. 

In this book we focus on the linguistic knowledge of the native speaker. 
We restrict our attention to his internal grammar. Obviously, the interaction 
between the grammar and other mental processes is also an interesting area 
of research, but it is not the topic of this book. 

2.3 The Grammar as a System of Principles 

One approach to formulating a grammar of a language would be to suppose 
that the speaker's internal knowledge of English, i.e. his internal grammar, is 
no more than a huge check-list of grammatical sentences. Speakers could be 
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thought to 'check' any sentence they come across against this internal inven­
tory. Sentences which match a sentence in the list would be said to be gram­
matical, those that do not are ungrammatical. Depending on the degree of 
deviance of such ungrammatical sentences we could rank the sentences for 
ungrammaticality. A grammar of a language would then be simply a list of 
sentences. But it must be immediately obvious that listing all the grammatical 
sentences of a language is an impossible task and also that it misses the point. 

Cataloguing all the grammatical sentences of English is first of all impos­
sible because there is an infinite number of English sentences. In addition, 
there are other objections to such a listing enterprise. We stated above that 
linguistics is the scientific study of language. From such a perspective the list­
ing of linguistic data is not enough. We expect general principles to explain 
the data. 

For the generative linguist who tries to p�ovide a representation of the 
native speaker's internal knowledge of a language a mere listing of sentences 
would never achieve descriptive adequacy: it could never account for the 
native speaker's knowledge of the language. Human beings - in our example 
speakers of English - have finite memories: we often forget things we have 
heard. Given that the capacity of our memories is finite, it would be absurd 
to claim that human beings are able to store all potential sentences of the 
language, an infinite set. It is thus in�onceivable that the native speaker's 
internal linguistic knowledge is an inventory of sentences. We must assume 
that human beings are somehow equipped with a finite system of knowledge 
which enables them to construct and interpret an infinite number of sen­
tences. This finite system of principles is what we referred to loosely above 
as . the internal grammar of the language. The generative linguist will try to 
render explicit the finite system of principles that make up the native speaker's 
competence. In our example, the principle which prohibits moving elements 
across if will be able to account for the unacceptability of (4) and (5). 

3 Knowledge of Language 

3. 1 The Poverty of the Stimulus 

A speaker's knowledge of a language is largely unconscious. It is formally 
represented as a grammar. The grammar of a language generates the sen­
tences of a language and assigns to each sentence a set of representations 
which provide the formal characterization of some of the properties of the 
sentence (semantic, syntactic, morphological, phonological, etc. ) .  It is the 
linguist's task to render explicit the internal grammar of the speaker of a 
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language. In order to construct such an explicit grammar of a language, the 
linguist can rely to some extent on data taken from usage, the output of the 
speakers. However, usage data are inevitably an incomplete source of in­
formation. The sentences actually produced by a speaker are only a fragment 
of the sentences he could have produced. In order to arrive at a charac­
terization of the speaker's potential, the linguist can also rely on the speaker's 
knowledge of the language, i.e. on his capacity to evaluate linguistic expressions 
in that particular language. For instance, speakers of English intuitively know 
that (8a) is an acceptable sentence and that (8b) is not: 

8a She has invited Louise to her house. 
8b "Has invited Louise to her house. 

Informally we will say that (8b) is unacceptable because the subject is missing. 
For some reason, to which we return in more detail in chapter 8, the grammar 
of English requires that finite sentences like (8a) have an overt subject. The 
grammar of Italian differs from that of English, as seen in (9) .  In (9a) the sub­
ject of ha invitato is expressed, in (9b) it is not realized: 

9a Lei ha invitato Louisa a casa. 
she has invited Louisa at home 

9b Ha invitato Louisa a casa. 

We will achieve descriptive adequacy if our grammar is able to provide an 
explicit characterization of the general principles of sentence formation in 
English. This grammar will, for instance, impose the overt realization of the 
subject pronoun in (8b). 

Now another important and fascinating question arises: we would like to 
understand how native speakers of a language, in our example English, come 
to possess the knowledge of their language. We say that a theory reaches 
explanatory adequacy if it can account for the fact that the principles of the 
internal grammar can get to be known by the speakers, i.e. if it can account 
for language acquisition. 

The problem of language acquisition has often been summarized in terms 
of the problem of the poverty of the stimulus. Our linguistic capacity, for 
instance our knowledge of English, goes beyond the evidence we have been 
exposed to in our childhood. The linguist wants to account for the fact that 
the linguistic competence is attained in spite of important inadequacies in the 
stimulus, the linguistic experience. Three types of inadequacies are standardly 
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referred to in the literature. First, we do not just come across grammatical 
sentences: everyday use of language contains slips of the tongue, hesitations, 
incomplete sentences, etc. Second, the experience, i.e. the stimulus, is finite, 
and we end up being able to produce and process an infinite number of sen­
tences. Third, we acquire knowledge about our language for which we have 
no overt or positive evidence in the experience. For instance, consider the 
following sentences: 

lOa I think that Miss Marple will leave. 
lOb I think Miss Marple will leave. 

l la This is the book that I bought in London. 
1 1  b This is the book I bought in London. 

12a Who do you think that Miss Marple will question first? 
12b Who do you think Miss Marple will question first? 

On the basis of the examples in ( 10)-(12)  the child learning English might 
well conclude that the conjunction that is optional; the data in (10H12) suggest 
that that can always be present and that it can always be absent. However, 
this conclusion would not be correct: 

Ba "Who do you think that will be questioned first? 
Bb Who do you think will be questioned first? 

In the sentences in (13) ,  the conjunction that must not be present. It is hard 
to see how the child can infer this from evidence to which he is exposed. 

Observe also that children are not explicitly taught that (Ba) is ungrammatical. 
The problem can be summarized by saying that there is a gap between the 
data we are exposed to, the input, and our knowledge we achieve, the output; 
the stimulus underdetermines the knowledge we ultimately attain. This means 
that we cannot simply represent the acquisition of knowledge of language in 
terms of the schema (14a). The triggering experience, i.e. exposure to lin­
guistic data, is not sufficient to allow a child to construct the grammar of his 
language. 

14a Exposure 
Triggering experience ----7 Grammar of X 
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3.2 Universal Grammar 

Given that neither formal teaching nor overt evidence seems to be the source 
of the native speaker's intuitions, it is proposed that a large part of the native 
speaker's knowledge of his language, i.e. the internal grammar, is innate. The 
idea is that human beings have a genetic endowment that · enables them to 
learn language. It is this innate capacity for language learning common to all 
human beings that the generative linguist tries to characterize. Of course, it 
would be unreasonable to posit that some individuals - those that wUl be­
come native speakers of Englis� - are born with a specific grammar of English 
and that others - those that will end up speaking Italian as their first lan­
guage - are born with the grammar of Italian readily stored in their minds. 
Human beings with normal mental faculties are able to learn any human 
language. The innate linguistic endowment must be geared to any human 
language and not to just one. 

Let us discuss some examples informally in order to provide an outline of 
the proposal. We have introduced one generalization about English: the SVO 
hypothesis. The data in (7) lead us to formulate another hypothesis: any 
grammatical English sentence can apparently be embedded and become a sub­
ordinate clause in a complex sentence. Let us refer to this as the embedding 
principle. 

15 Embedding principle6 
A grammatical sentence can become a subordinate clause in a complex 
sentence. 

The embedding principle tries to render explicit part of the tacit knowledge 
of the native speaker. This principle would be taken to be part of the gram­
mar of English, hence available to the native speaker. But this principle is not 
one that is particular to the grammar of English, it is not language-specific. 
Rather, the embedding principle is part of the grammar of all human lan­
guages. Thus in French too we find sentences such as ( 1 6a) embedded in 
(16b): 

1 6a Maig�et a abandonne l'enquete. 
Maigret has abandoned the enquiry. 

16b Lucas a annonce que Maigret a abandonne I'enquete. 
Lucas has announced that . . .  

As the reader will see later, the embedding principle is not in fact part of our 
grammar. The fact that sentences can be embedded can be deduced from the 
principles of sentence formation discussed in chapters 1 and 2. 
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Readers familiar with other languages will be able to check that the embed­
ding principle applies in those languages too. 

The embedding principle is a universal principle. Principles that hold of 
all languages are said to be part of universal grammar, or UG for short. 
Informally, UG is a system of all the principles that are common to all human 
languages, this means languages as different as English and Italian or 
Japanese. 

A hypothesis adopted by generativists of the Chomskian tradition is pre­
cisely that universal grammar is innate to the human species. UG is a genetic 
endowment: we are born equipped with a set of universal linguistic princi­
ples. To quote Chomsky himself: 'Universal grammar may be thought of as 
some system of principles, common to the species and available to each 
individual prior to experience' (1981b: 7). 

If we assume that there is such an innate linguistic endowment the task of 
attaining the knowledge of a specific grammar, say English, is facilitated. Some­
one learning English would not have to learn the embedding principle. It is 
innate; it is part of the genetic endowment.7 

Universal grammar is the basis for acquiring language. It under:lies all 
human languages. All and only human beings are equipped with UG and they 
are all able to learn languages. Other systems (say, dogs or television sets) are 
not equipped with UG and therefore will not be able to learn human lan­
guages. The linguistic endowment characterized as UG is species-specific. 

3.3 Paramet�rs and Universal Grammar 

The innate linguistic endowment UG is not sufficient to enable us to speak 
a language. If all that is needed was UG then human beings would be able 
to speak any language wherever they were born and in whatever circlim­
stances they grew up. The native language is that spoken by the child's 
immediate environment. It would be inconceivable, for instance, that a child 
growing up in a community where only English is spoken could become a 
native speaker of Japanese. Human beings usually master one language with 
native competence and they have a hard time learning other languages later 
in life. It is a well-known fact that achieving complete mastery of second or 
third languages in adulthood is exceptional. 

While certain grammatical principles are universal, there is 'also a lot of 
variation between different languages. The grammar of English differs in 

The reader may wonder why, if the principle is innate, children do not start using 
complex sentences straight away. However, it is conceivable that the development 
of the internal grammar interacts with a general maturation process. We leave this 
problem aside here. 
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important respects from that of, say, Japanese. Hence, if you 'know' the gram­
mar of English, this will not entail that you 'know' the grammar of Japanese. 
In (1) we illustrated some simple English sentences and we saw that English 
sentences exhibit SVO word-order. In Japanese, on the other hand, the object 
precedes the verb; Japanese is SOY: 

17 John-ga Mary-o but-ta. 
John-particle Mary-particle hit-past 
(Kuno, 1973: 3)  

English and Japanese are similar in that sentences contain elements such 
as subjects, objects and verbs. But they differ in the way these elements are 
ordered linearly. The SVO hypothesis, which we postulated as part of English 
grammar, cannot be an absolute linguistic universal: it is part of the grammar 
of English (and of other languages) but not of that of Japanese. It is language­
specific. How does a child learn that English has the SVO pattern? We could 
envisage the following scenario. The linguistic endowment UG makes available, 
among other things, the notions 'subject', 'object', 'verb'. Let us propose for 
the sake of the argument (cf. chapter 2, for a different view, though) that 
these are universal concepts, available in all human languages. Subject, verb 
and object will have to be linearly ordered. When learning a language the 
child will have to decide which is the word-order characteristic of his language. 
One option is to say that in fact word-order variation between languages is 
due to a primitive difference between these languages: it is a parameter along 
which English and Japanese vary. Languages could be said to vary with 
respect to the word-order parameter: UG provides the binary choice OV or 
VO, and individual languages opt for one setting of the parameter or an­
other. We might say that the different word-orders of English and Japanese 
are directly correlated with the word-order parameter: English has the setting 
where the object follows the verb, Japanese has the opposite setting for the 
parameter. The child learning English will have to fix the parameter for the 
VO setting, the child learning Japanese will have to fix the parameter for 
the OV setting. For each case exposure to transitive sentences in the lan­
guage should enable the child to perform the setting. 

Other ways of accounting for word-order variation may come to mind. 
The reader may recall that we suggested that the sentence-initial position of 
the direct object in (3c) and in (3d) above were due to a fronting operation 
which moves the object leftward. It is then in fact conceivable that the same 
kind of leftward movement could be invoked to account for the word-order 
found in Japanese. Say, for instance, that we propose that UG initially makes 
only one order available for a verb and its objects, namely the VO order. It 
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could then be said that in Japanese a movement operation can shift the object 
to the left across the verb, resulting in the ordering QV. We have seen that we 
need such movement operations independently. The parameter distinguishing 
English and Japanese would then be expressed in terms of the availability of 
a particular leftward movement which can move the object to a position 
between the subject and the verb. Again the child who is learning Japanese 
will have to determine that the movement is available in Japanese, while the 
child learning English would assume that it is not. 

Whichever option is chosen to account for word-order variation - and the 
debate is still very much open, we return to it in chaptet 2 - the child learning 
a language must construct an internal grammar for that language. To achieve 
this task he uses, on the one hand, the universal notions and principles of UG 
and the choices that it makes available, and on the other hand he uses the 
data of his linguistic experience, in our example the English sentences he 
hears. Sentences such as those in ( 1 )  will provide evidence to the child that 
in English subject precedes verb and verb precedes object. A sentence such as 
that in ( 17) will enable the child exposed to Japanese data to decide that 
Japanese has SOV. 

Exposure to linguistic material is an essential ingredient in the child's learn­
ing process. The child will need the linguistic experience to start constructing 
the internal grammar of his language and thus to attain the knowledge of 
a language. Without exposure the child would not be able to construct his 
internal grammar. UG is crucial in the organization of the primary linguistic 
experience. UG guides the way the child will interpret and organize the 
language he is exposed to. We have now postulated two properties of UG: 

(i) UG contains a set of absolute universals, notions and principles which 
do not vary from one language to the next. 

(ii) There are language-specific properties which are not fully determined by 
UG but which vary cross-linguistically. For these properties a range of 
choices is made available by UG. 

Absolute universal principles are rigid and need not be learnt. But even 
with respect to the mastery of language-specific properties very little 'learn­
ing' is involved under the hypothesis outlined above. For those principles that 
are parametrized, the options available are determined by UG. Attaining 
linguistic knowledge consists in fixing the parameters. 

From this point of view, we conclude that the mastery of a language is not 
really the result of learning. Rather, being equipped with UG (with its 
parameters) and exposed to a language, the child cannot but construct the 
grammar of the language he is exposed to. For this reason the term 'learning' 
is often replaced by the term 'acquisition'. 
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In addition, the exposure to language will also equip us with a vocabulary, 
the words of the language to which we are exposed. Even if we have an 
innate knowledge of the principles of language we must inevitably learn the 
lexicon of the language, the words and their meaning, in order to be able to 
put this knowledge into operation. Thus an English child will have to learn 
all the words in the sentences above, and indeed many more. And we go on 
learning new words throughout our lives. Similarly a French child will learn 
the French lexicon, etc.8 

To sum up: human beings are born equipped with some internal uncon­
scious knowledge of grammar: UG. UG is a set of universal principles of 
language, some of which are rigidly fixed, some of which parametrized. Via 
the input of the experience of one particular language this knowledge can be 
implemented. The acquisition process is 'triggered' by the exposure, the child's 
linguistic experience. 

Exposure will also enable the child to learn the vocabulary of the language.9 
The view of language acquisition in terms of parameter setting is the basis of 
current work in the generative tradition. The theory is sometimes referred to 
as the 'Principles and Parameters Theory' (cf. fn. 1) .  

3.4 Language Learning and Language Acquisition 

Our ability to speak a language is based partly on the innate principles and 
parameters available in UG, partly on the triggering experience of exposure 
to a specific language. On the basis of these components we develop a gram­
mar of one (or more) specific languages: the core grammar of such a lan­
guage. 

Schematically we can represent the generative view of language acquisition 
as follows: 

14b 
Triggering UG 

Core grammar experience � (with -

Language X parameters) Language X 

8 The acquisition of the vocabulary of a language is also a matter of interest. For 
some introductory discussion the reader is referred to Lightfoot (1982: 121-2). 

9 The reader will find interesting discussion of language acquisition for instance in 
Deprez and Pierce ( 1993), Hermon (1992), Lightfoot (1981, 1982, 1989, 1991, 
1993), Radford ( 1990), WexIer and Manzini, (1987). For more general discussion 
see also Chomsky (198 1a, b, c), and the literature cited there. Most of these 
references might be hard to read at this stage and the reader is advised to postpone 
reading these works until he has worked through chapters 1-7 of this book. 
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The exposure to some language, say English, will activate the innate prin­
ciples of universal grammar. The child will fix the choices to be made for the 
language in question, for instance, that the object follows the verb. He will 
also learn the vocabulary of the language. To quote Chomsky: 

Endowed with these principles, a system provided with adequate experi­
ence will develop a grammar of the peculiar and specific sort characteristic 
of human language . . .  Lacking these principles, a system will develop no 
grammar or some different system. The telephone exchange, for example, 
has 'heard' much more English than any of us, but lacking the principles 
of universal grammar . . .  it develops no grammar of English as part of 
its internal structure. ( 1 981b: 8 )  

By the age of  six a child exposed to English will have constructed the 
grammar of his language. This does not mean that no further development 
of his knowledge of language is possible. For instance, we go on learning new 
words throughout our lives. In addition we also learn certain less usual 
constructions of the language. These exceptional or marked parterns of the 
language are not taken to be part of the core grammar of the language, they 
belong to the marked periphery of the grammar and may be acquired later. 
The native speaker will also have to learn all of the social or cultural con­
ventions associated with his language, for instance, that certain words belong 
to a very high style whereas others are informal. These conventions are not 
part of the grammar, they belong to the more general domain of human 
behaviour. 

The aim of generative syntacticians is to develop a theory of language that 
is a model of the acquisition of language. Linguists want to provide an expli­
cit formulation of the three components of (14b): (i) the principles of UG and 
the parametric variation across languages; (ii) the triggering experience needed 
to activate the principles of UG; and (iii) the core grammar of specific lan­
guages as it derives from these interacting components. A theory that can 
account for these three components will be said to have reached explanatory 
adequacy. 

3.5 The Generative Linguist 

The research programme as sketched here briefly and roughly is one that has 
been motivating linguistic research for the past thirty years and has given rise 
to many challenging results. The programme is indeed still developing. 

It may be useful to repeat that the ultimate aim of generative linguistic 
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theory is not to describe the details of one specific language, but rather to 
formulate the underlying principl�s that determine the grammars of human 
languages. These grammars are seen as representations of the native speaker's 
knowledge. In the course of their enquiry, linguists will examine data drawn 
from individual languages, of course, but the investigator will always bear in 
mind the interacting components in ( 14b). 

The generative linguist who tries to characterize knowledge of a language, 
say English, will wish to do two things: (i) he needs to determine what pro­
perties of English are universal; and (H) what properties are English-specific 
and how these relate to the parameters of UG. 

It must by now have become clear that by simply looking at English and 
only that, the generative linguist cannot hope to achieve his goal. All he can 
do is write a grammar of English that is observationally and descriptively 
adequate but he will not be able to provide a model of the knowledge of the 
native speaker and how it is attained. The generativist will have to compare 
English with other languages to discover to what extent the 'properties he has 
identified are universal and to what extent they are language-specific choices 
determined by universal grammar. Even when his main concern is some 
aspect of the grammar of English the linguist will have to go outside this one 
language and engage in contrastive work. 

Work in generative linguistics is therefore by definition comparative. Gen­
erative linguists often do not focus on individual languages at all: they will 
use any human language to determine the general properties of UG and the 
choices it allows. Data from a dialect spoken by only a couple of hundred 
people are just as important as data from a language spoken by millions of 
people. Both languages are human languages and are learnt in the same way. 

4 The New Comparative Syntax 

4. 1 Principles and Parameters: A Recapitulation 

When we look at the development of generative syntax in the last twenty-five 
years one important tendency that can be isolated is a marked return to 
comparative approaches. The comparative approach is obviously not the 
creation of generative grammar: it finds a clear precedent in the nineteenth­
century comparative approaches to language study (d. Robins, 1967). 

The main goal of nineteenth-century comparative grammar was historical, 
i.e. that of establishing relations of parenthood and kinship across languages. 
The goal of the comparative approach in the generative tradition is 
psychological, i.e. that of accounting for the knowledge of language. As we 
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have already seen, the following questions are asked: (i) What is knowledge 
of language? (ii) How is it acquired? The latter question focuses on the issue 
of how much of our linguistic knowledge is determined by experience and 
how much is due to a predetermined mental mechanism (cf. ( 14b) ). 

In order to determine how a specific language (say English) is acquired and 
how language in general is acquired we have to determine to what extent the 
properties of languages vary from one language to another, i.e. to what extent 
the properties are language-specific, and to what extent they are invariant 
across languages. Properties of language that vary cross-linguistically will be 
learnt by the speaker as a result of exposure to some specific linguistic envir­
onment: the fact that Italian allows the subject pronoun to be absent can be 
learnt through exposure to this language, for instance. Speakers who are 
repeatedly confronted with subjectless sentences such as . (9b) will be able to 
infer that in the language they are exposed to the subject can be omitted. On 
the other hand, properties which are shared by all languages might well be 
taken to be part of UG, the predetermined linguistic competence of the human 
mind. Comparative studies of languages will play a crucial role towards pro­
viding us with answers to these questions, i.e. what is a universal and what 
is language-specific. In the present section we focus on the parametric vari­
ation between languages and try to clarify the notion of parameter. 

Parameters are postulated to expla� cross-linguistic variation. We should 
not assume, though, that each observed difference between one language and 
another corresponds to one parameter. The comparative study of languages 
has revealed that the properties with respect to which languages vary tend to 
organize themselves in clusters which are stable across languages and which 
allow us to arrive at a typology of languages. If a language has property X, 
it will also have property Y and property Z. The parametric approach will 
have to explain why certain properties co-occur. 

4.2 The Pro-drop Properties 

In order to illustrate this let us look at one of the better known parameters 
which has been postulated to account for the difference between English (8) 
and Italian (9). Recall that Italian differs from English in that the former, 
though not the latter, allows the subject of a finite clause to remain unexpressed. 
The parameter which distinguishes languages like English which do not allow 
a subject pronoun to be omitted and those like Italian which do is referred 
to as the pro-drop parameter. (For detailed discussion see, among others, 
Rizzi, 1982a, 1986a; Jaeggli and Safir, 1989.) Italian is a pro-drop language, 
English is not. That the subject pronoun can be omitted is not the only 
property to distinguish pro-drop languages like Italian from non-pro-drop 
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languages like English. In Italian, the overt subject can occupy a post-verbal 
position; this option is not available in English: 

1 8a E arrivato Gianni. 
is arrived Gianni 
'Gianni has arrived.' 

1 8b "Is arrived John. 

19a Ha telefonato sua moglie. 
has telephoned your wife 
'Your wife has phoned.' 

19b ""Has telephoned your wife. 

In Italian a subject of a subordinate clause can be moved to the main clause 
domain across the overt conjunction cbe, corresponding to that; in English 
this is not possible: if a subject is moved then the clause from which the 
subject has been moved cannot be introduced by a conjunction (cf. the dis­
cussion of (13) above). The correlation between the data in (20) and the pro­
drop phenomenon is due to Perlmutter (1971). 

20a Chi credi che abbia telefonato? 
who believe (2sg) that have (subj) telephoned 
'Who do you think has called?'  

20b "Who do you think that has telephoned? 
20c Who do you think has telephoned? 

In Italian subjects of weather verbs such as rain are necessarily omitted, in 
English such subjects must be realized by a pronoun. 

21a ( "Cio) piove. 
(it) rains (3sg) 
'It is raining.' 

21 b " (It) is raining. 

Consider now the following: 

22a Che Louisa non partica e chiaro. 
that Louise not will leave is clear 
'That Louisa will not leave is clear.' 

22b That Louise will not leave is clear. 
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In (22) the subordinate clauses che Louisa non partira and that Louise will 
not leave function as the subjects of the sentences. The sentences can be para­
phrased if we move the subordinate clause to a final position: in Italian the 
position vacated by the moved sentence remains empty, it cannot be blocked 
up by a pronominal element as illustrated in (23a). In contrast, in English we 
must stick in a pronoun it to fill the vacated subject position, as shown in (23b). 

23a (""Gio) e chiaro che Louisa non partira. 
it is clear that Louisa will not leave 

23b "" (It) is clear that Louisa will not leave. 

These contrasts listed above are not autonomous properties of the languages 
in question, all can be related to the option which allows the subject pronoun 
to be omitted in Italian. 

4.3 Relating the Properties 

We started from the empirical obse�ation that the subject pronoun can 
apparently be omitted. Observe that in Italian, the pronominal subject can also 
be overt; the overt realization of the subject pronoun has some semantic or 
pragmatic effect: for instance it signals contrast or it focuses on the subject: 

24 Lei parte e lui arriva. 
she leaves and he arrives 

When no contrast or no special focus on the subject is needed the pronoun 
is absent. This could be derived from some general consideration of economy: 
we might say that the non-expression of the subject pronoun requires less 
effort than when the pronoun is present, and that therefore the subject will 
only be present when the added effort of the overt expression has some yield. 
Subject pronouns appear only when it is impossible to leave them out. 

The obligatory absence of the subject pronoun of weather verbs in (21a) 
can be related to the principle of economy suggested above: it is hard to see 
how a subject of a weather verb could have a contrastive function. This 
means that there will never be a reason to use the pronoun in Italian. A 
similar approach can be suggested for (22). When we move the subject clause 
in Italian the vacated position can be empty and it has to remain empty. Why 
should this be ? We have already seen that the subject position in Italian need 
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not be filled, it can be empty. In English the subject position cannot be empty 
so we stick in a pronoun. It in the English example (23b) does not contribute 
anything to the meaning of the sentence, it cannot be contrasted or focused. 
But in Italian, subject pronouns are only used with a contrastive or emphatic 
function, so there will never be any motivation for inserting a pronoun in the 
Italian equivalent of (23b), (23a). 

Let us turn to the examples with post-verbal subjects, ( 18 )  and ( 19) .  All 
English sentences must have subjects. This does not mean, though, that the 
subject must necessarily be a referential expression, as the following example 
illustrates: 

25 There arrived three more students. 

In (25) the subject position is occupied by the element there. There is related 
to an indefinite post-verbal subject. Let us say that there fills up the position 
vacated by an indefinite subject (we return to this in chapters 2 and 9) .  The 
essential point is that there cannot be contrastive or emphatic in (25). In the 
Italian examples in ( 18a) and (19a) we also have a post-verbal subject. Since 
in general Italian does not need a full pronoun to occupy the vacated subject 
position (23a), we do not need a filler for the subject position in such exam­
ples as ( 18 )  and (19) .  

The data in (20) might at  first sight seem puzzling. It  is  generally accepted 
that one cannot move a subject from the position to the immediate right of 
the conjunction (that in English); (20b) suggests that this is possible in Italian. 
However, we cannot base our judgements on a superficial comparison of two 
sentences in two languages. We need to consider the way these sentences are 
formed, their derivation. On the basis of the data in ( 1 8 )  and (19) we are led 
to conclude that the subject NP in Italian may appear either pre-verbally or 
post-verbally. Hence (20b) has two possible derivations, schematically repre­
sented in (26) : 

26a Chi credi che -- abbia telefonato? 
26b Chi credi che abbia telefonato --? 

In the representation (26a) chi originates in the position to the immediate 
right of che, in (26b) it originates in the post-verbal position, a position also 
available for subjects, as seen in (20b). Now it is known that in Italian, as 
in English, nothing bans the leftward movement of post-verbal material across 
a conjunction. 
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27a Who do you think that John will invite --? 
27b Chi credi che Gianni invitera --? 

The general principle which bans extracting material from a position to the 
immediate right of a conjunction can now be maintained for the grammar of 
English AND for the grammar of Italian. In the Italian �entences where this 
principle would appear to have been violated, the language uses the alterna­
tive derivation whereby the subject is moved from a post-verbal position. 

The correlations established here for the contrast between a pro-drop 
language like Italian and a non-pro-drop language like English can extend 
straightforwardly to Spanish, for the first group (28), and French for the 
second (29); 

28 Spanish 
28a Baila bien. 

dances (3sg) well 
'He dances well.' 

28b Uego Maria ayer a los doce. 
arrived Maria yesterday at noon 
'Mary arrived at noon yesterday.' 
Uaeggli, 1981 :  139) 

28c (Quien dijiste que vino. 
who did you say that came 
'Who did you say came?' 
Uaeggli, i981 :  145) 

28d Me parece que Juan tiene hambre. 
me seems that Juan has hunger 
'It seems to me that Juan is hungry.' 
Uaeggli, 1981: 146) 

29 French 
29a " (Elle) dance bien. 

(she) dances well 
'She dances well.' 

29b .. Arrivait Marie hier a midi. 
arrived Marie yesterday at noon 

29c "Qui dis-tu que viendra? 
who say you that will come 

29d " (II) me semble que Jean a faim. 
(it) me seems that Jean has hunger 
'It seems to me that Juan is hungry.' 
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4.4 Agreement and Pro-drop 

The reader may observe that the possibility of omitting a pronoun subject 
correlates with another property of the languages examined and which is 
particularly obvious when we compare English and Italian. If we look at the 
present tense paradigms for the verb inflection for these languages we observe 
a striking contrast: 

30 English Italian 
lsg I speak io parlo 
2sg you speak tu parli 
3sg she speaks lei parla 
1pl we speak nOl parliamo 
2pl you speak voi parlate 
3pl they speak loro parlano 

2 forms 6 forms 

In the case of Italian, every number/person combination has a different end­
ing; as a result the inflectional paradigm distinguishes all six persons uniquely. 
There is no possibility of confusion: the ending of the verb immediately 
identifies the subject. One could say that such inflectional systems are rich. 
In contrast, the English system has only one distinctive form, that for the 
third person singular; all other persons are unmarked morphologically, the 
bare stem is used, which is also identical to the imperative and to the infini­
tive. In the literature, an attempt is made to correlate the inflectional para­
digm of the language with the pro-drop parameter (cf. Jaeggli and Safir (1989) ), 
Rizzi ( 1986a), Taraldsen (1980). Languages which have rich inflection are 
often pro-drop languages.lo Intuitively this correlation is expected: when the 
verb inflection is rich we can recover the content of the subject by virtue of 
the inflection and the pronoun would not add information. In languages with 
poor inflection the verb inflection does not suffice to recover the content of 
the subject and the pronoun is needed. We return to this issue in chapter 8.  
The inflectional system of French is relatively poor and French is not a pro­
drop language; Spanish is a pro-drop language and has rich inflection. 

The approach above suggests that a number of properties of languages and 

10 Gilligan (1987) studies a sample of 100 languages from various language families 
and reporrs 76 languages with agreement which allow for the subject pronoun to 
be absent, against 17 languages without agreement and which allow the subject 
to be absent. 
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language types can be reduced to a unique elementary difference between 
their grammatical systems. The analysis of the pro-drop parameter, originally 
developed on the basis of Romance languages in the late 1970s, has led to 
what we can refer to as the new comparative syntax. A related development 
is the study of dialect variation, which has become strongly prominent in the 
1980s; another promising line of research is that in the area of historical 
syntax. Diachronic developments of languages are interpreted again in terms 
of the Principles and Parameters model, diachronic changes consisting in re­
settings of one or more parameters (cf. Lightfoot, 1979, 1991). In this book, 
the comparative approach is more prominent in chapter 8, which discusses 
non-overt elements; in chapter 9, where we discuss cross-linguistic variation 
in question formation, and in chapter 11 ,  which concerns verb movement. 

5 Purpose and Organization of the Book 

5. 1 General Purpose 

In this book I provide a survey of some of the main results of generative 
research over the past thirty years. The book is not meant for the absolute 
beginner. The reader is expected to have some background in linguistics, 
specifically in syntax. He should, for instance, be able to parse sentences and 
be familiar with the tree diagram representation, and with the basic terminol­
ogy of syntax. Notions such as sentence, clause, noun, verb, subject, object, 
etc., are presupposed. I assume therefore that the reader has had some in­
troductory course to syntax or that he has read some introductory works.u 
However, in order to guarantee that we have a common starting-point, I shall 
often recapitulate the basic notions. It will also be shown how traditional 
concepts are used and reinterpreted within the generative framework. 

The aim of the book is to offer a general introduction. I shall not go into 
all the complexities and details of ongoing research. Rather, I wish to famil­
iarize the reader with the basic concepts used. I hope that the book will 
encourage the reader to turn to the primary literature himself and discover 
some of the more intricate problems. The references in the footnotes will 
provide indications for further reading. 

Although the examples in the book will be taken primarily from English, 

11 I am thinking of works such as Akmajian and Heny ( 1975), Akmajian, Demers 
and Harnish (1978) ,  Burton-Roberts ( 1986),  Fromkin and Rodman (1988 ) ,  
Huddleston ( 1976), Jacobs and Rosenbaum ( 1970), Smith and Wilson ( 1979), 
Wekker and Haegeman ( 1985) to mention only a few. 
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this book is not a grammar of English. English is used as just one example 
of human language and we shall often discuss other languages. We shall try 
to decide what sort of internal grammar native speakers of English have at 
their disposal and to determine what it is that makes a sentence acceptable 
or unacceptable, what sort of grammatical principles can be advocated and 
to what extent these are universal or language-specific. In some sense we are 
like linguistic detectives. The linguistic data are like the clues a detective is 
given when starting his enquiry. He has to piece these data together, con­
struct hypotheses, check these and ultimately he may discover the explana­
tion for the evidence he has assembled. To remind the reader of this task I 
have chosen to illustrate the data with examples in which literary detectives 
play a prominent role. At the end of the book I hope that the reader will have 
become a competent linguistic detective himself. 

S.2 Organization 

The book is divided into twelve chapters. The first ten chapters provide the 
basic outline of the theory. The last two chapters highlight some recent 
developments of the theory. Each chapter is followed by a one-page summary 
and by a set of exercises. The exercises have a dual purpose. First, they will 
enable the reader to check if he has understood and assimilated the basic 
concepts introduced in the chapter. The empirical range of the discussion is 
broadened: many exercises will include a discussion of data drawn from lan­
guages other than English. 

Second, the exercises will be used to draw the reader's attention to theoretical 
or empirical problems not touched upon in the chapter. Often a problem 
introduced by way of an exercise in an earlier chapter is then picked up in 
the discussion of a later chapter. Alternatively, the exercises will direct the 
reader to areas for further reading or for further research. 

Footnotes will mainly be used to direct the reader to further reading. The 
footnotes will also indicate at which point in the book the reader should be 
able to tackle the literature in question. 

6 Exercises 

Exercise 1 

Consider the following sentences. None of them is fully acceptable but 
they vary in their degree of deviance. If you are a native speaker of 
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English try to rank the sentences for acceptability. Wherever you can, 
try to construct an acceptable sentence modelled on the one you are 
judging. If you are not a native speaker of English you may attempt to 
carry out the task described above but it may be difficult. Another way 
of approaching this exercise is to ask some native speakers to do the 
exercise and compare their answers. 

Which man do you know what John will give to? 
2 Which man do you wonder when they will appoint? 
3 Who do you wonder which present will give? 
4 Which present do you wonder who will give? 
5 Which man do you wonder whether John will invite? 
6 Which man do you wonder whether will invite John? 
7 Which man do you wonder what will give to John? 
8 Which man do you wonder when will invite John? 

Native English speakers are basically in agreement on the ranking of 
sentences 1-8. The judgements formulated are not the result of formal 
tuition. English grammar classes do not pay attention to sentences like 
1 -8. It is quite likely that speakers have never come across such 
sentences. In other words, they have not acquired the intuitions on the 
basis of overt evidence. On the contrary, given that the Sentences 
above are judged as unacceptable, one does not expect them to be 
part of the linguistic data that we are exposed to. 

On the basis of the judgements, try to classify the examples and 
formulate some principles that might account for the relative accept­
ability. You may find the discussion of examples (3), (4), (5) and (6) in 
the te� of some help. In chapter 7 and following we shall discuss the 
sentences above and similar ones. We shall assume that they are 
ungrammatical and we shall attempt to formulate the rules and princi­
ples at work. 

Exercise 2 

If you are a native speaker of a language other than English translate 
the sentences in exercise 1 in your own language, keeping as close 
to the English models as you can, and rank them for acceptability. Try 
to formulate some prinCiples to explain the degree of acceptability. 

If you have access to judgements on the English data and on data 
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in other languages, try to check if the same degree of acceptability of 
the examples could be explained by the same principle(s) . 

Exercise 3 

When reading section 3 the reader will have noted that there are 
certain uses of English which allow the omission of the subject and in 
which text example (8b) would have been grammatical . The following 
are attested examples. 

1 a  A very sensible day yesterday. Saw no one. Took the bus to 
Southwark Bridge. Walked along Thames Street; saw a flight of 
steps down to the river . . .  , Found the strand of the Thames, under 
the warehouses . . . . Thought of the refugees from Barcelona 
walking 40 miles, one with a baby in a parcel. . . .  Made a circuit: 
discovered St Olave's Hart Street. 
(Woolf, 1 985: 203-4) 

1 b The poor little boy wont say whats the matter. He takes no interest 
in anything. Wont turn and wave to her . . . drudges on at Latin. 
(Woolf, 1 985: 1 1 7) 

1 c  Brilliant could have stayed all day. 
Brill - must come again. 
Could see everything from wheelchair. 
(Quotes from Visitors book 1 991 , The Green,  Beaumaris, Angle­
sey North Wales) 

Even a superficial glance at these examples shows us that all of the 
italicized verbs have one property in common: the subject is missing. 
In (1 a) and (1 c) the first person subject is omitted, in (1 b) it is the third 
person. The omission of the subject in certain types of English is 
observed in traditional descriptions (Quirk, et al. 1 985: 896-7). Such 
examples are relatively easy to come by in certain registers of Eng­
lish, which we could roughly characterize as belonging to abbreviated 
writing. We do not have to look for attested examples of usage to 
discuss such data; every native speaker of English will be able to think 
of relevant examples and even non-native speakers will quickly pick up 
this type of ellipsis in the appropriate register. 

All the attested examples are instances where the subject of a root 
clause is omitted. By root clause we mean a clause which is not sub­
ordinate to another clause. The following variants on sentences drawn 
from Virginia Woolf's diary are unacceptable: 
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2a I must work, as *(1) told Sally G . . .  (Woolf, 1 985: 38) 
2b I don't think *(1) need lie quaking at night . . . (Woolf, 1 985: 38) 
2c I find this moming that *(1) interrupted the crisis of that London 

Group meeting . . .  (Woolf, 1 985: 9) 

Another property that we find is that attested examples never occur 
in questions. In the examples in (3) drawn from usage data, the subject 
pronoun cannot be omitted. 

3a And what could *(we) do . . .  (Woolf, 1 985: 1 9) 
3b What can *(1) say . . .  (Woolf, 1 985: 3) 
3c Now who is *(she) . . .  (Woolf, 1 985: 1 5) 
3d What shall *(1) write . . .  (Woolf, 1 985: 40) 

The absence of such examples in subordinate questions is expected 
if the omission of the subject is a root phenomenon. 

4 and this will show how hard �(I) work . . .  (Woolf, 1 985: 1 3) 

The subject also never is and in fact cannot be omitted when it is 
preceded by a non-subject: 

5a The next book *(1) think of calling Answers to 
Correspondents . . .  (Woolf, 1 985: 3) 

5b Such twilight gossip *(it) seemed . . .  (Woolf, 1 985: 8) 
5c This story *(1) repeated to Duncan last night . . .  (Woolf, 1 985: 9) 

5d And there *(1) was in the rush of an end . . .  (Woolf, 1 985: 1 1 )  

When a negative constituent is preposed, resulting in a word-order 
where the auxiliary precedes the subject, the subject pronoun cannot 
be omitted. 

6a Seldom have *(1) been more completely miserable than I was 
about 6.30 last night . . .  (Woolf, 1 985: 8) 

6b Never have *(1) worked so hard at any book . . . (Woolf, 1 985: 1 6) 
6c Nor do *(1) wish even to write about it here . . .  (Woolf, 1 985: 44) 
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Finally observe that only subject pronouns are omitted: objects are 
not omitted. There is not a single example in Woolf's diary of the 
omission of an object and the omission of me in (7) leads to an un­
acceptable sentence. 

7 This led *(me) to imagine any number of catastrophes . . .  (Woolf, 

1 965: 9) 

At first sight one might be tempted to conclude that this variety of 
English exhibits a manifestation of the pro-drop phenomenon dis­
cussed in section 4. Evaluate this proposal. You should draw on the 
English data given above, on the Italian data given in (8) and (9) , and 
on your own intuitions. Using the argumentation introduced in section 
4 try to state your argument as systematically and as explicitly as 
possible. 

8 Credo che sia gia partito. 
I believe that be (subj) already left 
'I think that he has already left.' 

9a Dove e? 
where is (3sg) 
Where is he?' 

9b Che vuoi? 
what want (2sg) 
What do you want?' 

9c Questo libro non 10 voglio. 
this book non it want (1 sg) 
'This book, I don't want it.' 

Readers whose first language is another non pro-drop language are 
encouraged to consider the question of the omissibility of the subject 
in abbreviated registt;lrs (diaries, informal notes) in their native 
language. 

For a discussion of the omission of the subject in English the reader 
is referred to Haegeman (1 990) and to Rizzi (1 992a). The latter paper 
relates the phenomenon of omission of the subject in the diary register 
to data drawn from acquisition. 
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Introduction and Overview 

In the Introduction we saw that a grammar of a language is a coherent system 
of principles which determines the formation of the sentences of a language. 
The basic unit with which a grammar is concerned is the sentence. A grammar 
will specify what the components of the sentence are, how 

'
they interact, in 

which order they occur, etc. Partly, the principles formulated will be of a uni­
versal nature; partly, they will have to be parametrized to bring out language­
specific properties of individual languages. 

Grammars have nothing to say about units higher than the sentence, such 
as the paragraph, the discourse exchange, the text, etc. Such higher units will 
be the object of another type of enquiry.! 

In this chapter we consider the relation between the structure of the sen­
tence and the words that make up the sentence. We shall see that sentence 
structure is to a large extent determined by lexical information. As pointed 
out in the Introduction, it is assumed that the reader is familiar with the basic 
techniques and terminology of sentence parsing. 

Chapter 1 is organized as follows: section 1 provides a brief discussion of 
the central concepts of sentence structure; section 2 focuses on the relation 
between lexical items and sentence structure; section 3 discusses the predicate­
argument structure of sentences and introduces theta theory; section 4 sums 
up the link between lexical items and sentence structure and introduces the 
projection principle; section 5 explores the application of theta theory, con­
centrating on clausal arguments, expletive (non-argument) pronouns and 
auxiliary verbs; section 6 discusses the general constraint that sentences must 
have subjects; and in section 7 we consider the properties of the subject theta 
role. 

1 The Units of Syntactic Analysis 

In this section we briefly recapitulate the basic notions of syntactic structure that 
will be the starting point for our discussion. Consider the following example: 

For an interesting approach to the study of sentences in discourse see Sperber and 
Wilson (1986) and Kempson (1988a, 1988b), who examines the link between 
Sperber and Wilson's theory of utterance interpretation and formal syntax. 
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1 Jeeves will meet his employer at the castle. 

(1) is a grammatical English sentence. When we look for its component parts, 
the constituents, the units that perhaps come to mind first are the words of 
the sentence: sentence (1 )  contains eight words. But, as anyone familiar with 
traditional techniques of sentence parsing knows, words are not the imme­
diate constitgents of a sentence. Rather, they are the ultimate constituents. The 
words of the sentence are organized hierarchically into bigger units called 
phrases. In the framework of generative syntax the constituent structure of 
a sentence is represented in one of the following formats: by Pleans of the tree 
diagram format as in (2a), by means of phrase structure rules or rewrite rules 
as in (2b), or by means of labelled brackets as in (2C).2 

2a S 

� 
NP AUX VP 

I � 
N V NP � 

A A  
Oet N P NP 

/1 
Oet N 

I I 
Jeeves will meet his employer at the castle 

2b (i) S ----? NP - AUX - VP 
(ii) NP ----? (Det) - N 

(ill) VP ----? V - NP - pp 

(iv) pp ----? P - NP 
(v) N ----? Jeeves, employer, castle 

(vi) V ----? meet 

1 For an introduction to parsing see Burton-Roberts (1986), Fromkin and Rodman 
(1988), Gueron and Haegeman (in preparation), and Wekker and Haegeman (1985). 
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(vii) AUX ---? will 
(viii) P ---? at 
(ix) Det ---? the, his 
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2c [s k [N Jeeves)) [AUX will1 [vp [v meet] [NP [Dc. his1 lN employer)) (pp (p at1 
[NP lnet the1 [N castle]]]]]. 

Representations such as those in (2) give us information concerning the struc­
ture of ( 1 ) .  They indicate, for instance, that the string his employer is a syntactic 
unit, a constituent. It is a noun phrase (NP), a constituent whose main el­
ement or head· is the noun (N) employer. Analogously, the constituent at the 
castle is a prepositional phrase (PP); the head of this PP is the preposition at, 
which is followed by an NP, the castle. The constituent meet his employer at 
the castle is a verb phrase (VP), whose head is the verb meet, which is fol­
lowed by the NP his employer and the PP at the castle. 

The structural representations in (2) allow us also to describe syntactic 
operations that may affect sentence ( 1 ). Consider (3) :  

3a At the castle, Jeeves will meet hi!, employer. 
3b His employer, Jeeves will meet at the castle. 
3c Meet his employer at the castle, Jeeves will (indeed). 

The sentences. in (3)  are intuitively felt to be variations upon sentence ( 1 ); 
they are all paraphrases of (1). In order to capture the similarity between the 
sentences in (3) and that in ( 1 )  we assume that all these sentences have the 
same underlying structure, represented in (2). In each of the sentences in (3)  
one of the. constituents identified in (2)  has been moved to the beginning of 
the sentence, or preposed. Thus in (3a) the PP at the castle has been moved, 
in (3b) the NP his employer is moved, in (3c) the VP, meet his employer at 
the castle, is moved. The possibility for preposing elements of a sentence is 
structure-based: only constituents of the sentence such as NP and VP can be 
preposed; one cannot indiscriminately prepose any random string of words in 
the sentence:3 

3d "Employer at the, Jeeves will meet his castle. 
3e "Meet his, Jeeves will employer at the castle. 

3 For a formal discussion of operations such as preposing, see chapters 6 and .7. 
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Another operation that affects sentence constituents is the one that forms 
questions. H we form questions on the basis of (3)  we see that again the 
constituent structure represented in (2) plays a crucial role. 

We distinguish two types of questions: yes-no questions and constituent 
questions. The classification adopted is based on the type of answer expected. 
(4a) is a yes-no question: in normal circumstances we expect yes or no as an 
answer. The other questions in (4) are constituent questi�ns: the answer to 
the question will be a constituent. 

4a Will Jeeves meet his employer at the castle? 
4b Who will Jeeves meet at the castle? 
4c Where will Jeeves meet his employer? 
4d What will Jeeves do? 
4e Who will meet his employer at the castle? 

Non-embedded yes-no questions are formed by moving the auxiliary (here, 
will) to the left of the subject. This process is usually referred to as subject 
auxiliary inversion, or SAl. In non-embedded constituent questions, SAl also 
applies and in addition a sentence-initial question word (such as who, where, 
what) substitutes for the constituent which is being questioned. In (4b), for 
instance, who substitutes for the subject NP.4 

Operations such as preposing and question formation thus provide evid­
ence for the role of phrase structure in syntax. 

2 Words and Phrases 

Although words are not the immediate constituents of the sentence, they play 
an important role as the ultimate building blocks of the sentence. 

Words belong to different syntactic categories, such as nouns, verbs, etc., 
and the syntactic category to which a word belongs determines its distribution, 
that is, in what contexts it can occur. Normally, one cannot easily inter­
change words of one category for words of another. H you were to replace 
the verb meet by the semantically related noun appointment in ( 1 )  you would 
no longer obtain a grammatical sentence: 

5 *Jeeves will appointment his employer at the castle. 

Chapter 7 contains a detailed discussion of the formation of questions. 
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The grammar of English, and indeed of any language, will have to contain 
the categorial information associated with lexical items since this information 
plays a part in the formation of sentences. 

We assume that the categorial information is also available to the native 
speakers of the language: they will agree that (5) is unacceptable and that the 
unacceptability is due to the inappropriate use of the N appointment. We pos­
tulate that speakers of a language are equipped with an internal 'dictionary', 
which we shall refer to as the mental lexicon, or lexicon, which contains all 
the information they have internalized concerning the words of their lan­
guage. As seen above, this mental lexicon will have to contain, among other 
things, information on syntactic categories. We assume that each word of the 
language known by a speaker will be listed in his mental lexicon with its 
categorial specification. For instance, a native speaker of English will pre­
sumably have a lexicon containing the following information: 

6a meet: verb 
6b employer: noun 
6c castle: noun 
6d at: preposition 
6e the: determiner 
6f his: determiner 
6g appointment: noun 

As we suggested in the Introduction, it would not make sense to claim that 
the native speaker's lexical knowledge, i.e. the mental lexicon, is innate. If 
lexical knowledge were completely innate, then human beings would have to 
be born equipped with the lexicons of all known or possible human languages. 
Rather, we assume that the lexicon of a language is learnt by each native 
speaker. The speaker learns the words of the language and what category 
they belong to. But this does not imply that he comes to this learning process 
totally unprepared. We assume that UG, our innate knowledge of language, 
contains, for example, the notion of syntactic category. When exposed to the 
words of a particular language, speakers will have some expectation as to 
which categories to discover. We shall not speculate further here as to the 
sort of knowledge this involves. 

Lexical information plays a role in sentence structure because the syntactic 
category of a word determines its distribution. Let us take as an example 
sentence ( 1 )  and consider its syntactic representation (2a). In the tree diagram 
(2a) the word appointment will not be inserted in a position dominated by 
the node V because only verbs can be inserted under a node V, the same 
observation would apply to the other words in the sentence. Looking at the 
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tree diagram from top to bottom we can say that the terminal category labels 
such as N, V, etc., restrict which lexical elements can be inserted. 

Looking at the tree from bottom to top, we see that the words that are 
inserted at the bottom of the tree determine the structure of the sentence. The 
inserted words will determine the syntactic category of the head of the phrase 
and hence they will ultimately determine the category of a phrase, the phrasal 
category. For instance, in our example (2a) the inserted N employer will be 
the head of a phrase of the type NP and not of a VP. Chapter 2 provides a 
more detailed discussion of the principles that regulate sentence structure. 

Clearly, the mere matching of lexical and phrasal categories is not suffi­
cient to produce a good sentence. For instance, the random insertion of 
nouns in the slots provided for them in (2) produces odd results in (7b) and 
(7c): 

7a Jeeves will meet his employer at the castle. 
7b ?Jeeves will meet his castle at the meeting. 
7c ?Jeeves will meet his castle at the employer. 

The question arises whether (7b) and (7c) are ungrammatical: is their 
oddness due to a violation of a grammatical principle? A native speaker 
might say that (7b) is bizarre because the verb meet is followed by the string 
his castle. The oddness is due to the fact that the concept 'meet' usually 
involves an interaction between two animate participants, while 'his castle' 
refers to an inanimate entity which does not normally qualify to take part in 
an action of the type 'meet'. But if we were to endow the concept 'castle' with 
animacy the oddness would be removed. In a fairy tale where castles take a 
walk (7b) would become acceptable. What is wrong with (7b) is not a gram­
matical issue; its strangeness relates to our general knowledge of the world. 
Issues of language use which hinge on the interaction of the grammar with 
extra-linguistic information such as that just described must not be integrated 
in a grammatical description. Grammars do not contain principles about our 
beliefs about the world around us. (7b) may therefore be seen as grammatical 
but as bizarre in view of our encyclopaedic knowledge of castles as inanimate 
objects. 

Let us return to sentence (1 ) ,  repeated here as (8a), and its tree diagram 
representation (2a) repeated here as (8b):  

8a Jeeve's will meet his employer at the castle. 
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Jeeves will meet his employer at the castle 
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It is clear that some of the phrasal constituents of this sentence are more 
essential to the sentence than others. The pp at the castle, which specifies the 
place of the event, can be left out without any harm, but the NP his employer 
cannot. 

8c Jeeves will meet his employer. 
8d *Jeeves will meet at the castle. 

In the next section we shall try to account for the obligatory nature of 
certain constituents in a sentence. 

3 Predicates and Arguments 

In this section we explain which constituents of a sentence are minimally 
required, and why. We first provide an informal discussion and then develop 
a formal approach known as theta theory. 
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3. 1 Subcategorization 

Consider the following sentences: 

9a Maigret will [vp imitate [NP Poirot] [pp with enthusiasm)) .  
9b Bertie will [vp abandon lNp the race] [pp after the first lap)). 
9c Miss Marple will [vp reconstruct [NP the crime] [pp in the kitchen)) .  

The labelled bracketing in  (9a), (9b) and (9c) shows that these sentences are 
structurally similar to sentence (Sa) with its representation in (Sb). In ( Sa) 
and in each of the sentences in (9) the VP contains a V, the head of the VP; 
an NP, the direct object; and a PP. In each of these the PP is optional (as 
illustrated in ( Se) and in (10) ) :  it provides information as to the manner, time 
or place of the event expressed in the sentence: 

1 Oa Maigret will imitate Poirot. 
lOb Bertie will abandon the race. 
10c Miss Marple will reconstruct the crime. 

In the traditional literature on parsing, optional phrasal constituents such 
as the PPs in (8a) and (9) are called adjuncts.s While the PPs in the examples 
above are optional, we see that the VP-internal NPs are not: 

1 1a *Maigret will imitate. 
1 1 b *Bertie will abandon. 
1 1c "Miss Marple will reconstruct. 
1 1d  *Jeeves will meet. 

This does not mean, however, that each English sentence contains just one 
VP-internal NP, as ( 12) shows: 

12a Hercule is dithering. 
12b Wooster gave Jeeves the money. 

Inserting an NP into the VP of ( 12a) renders the example ungrammatical: 

In chapters 7, 8 and 9 we shall turn to a technical definition of the notion adjunct, 
as it is used in the Government and Binding literature. 
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Ba Hercule is  dithering .. the crime!" Agatha .. 

On the other hand, in ( 12b) the verb give must be followed by two NPs, or 
alternatively by an NP and a PP: 

Bb "Wooster gave Jeeves. 
13c Wooster gave [NP the money] [pp to Jeeves] . 

In traditional grammar the requirement that there should be or not be one 
or more NPs inside the VP is seen as a property of the verb involved. At least 
three classes of verbs are traditionally distinguished: transitive, ditransitive 
and intransitive verbs.6 If a VP has a transitive verb as its head, one NP (the 
direct object) is required: the verb takes an NP complement. If a VP has a 
ditransitive verb as its head, two NPs or an NP and a pp (the direct object 
and the indirect object) are required. If a VP contains an intransitive verb 
as its head then no NP-complement is allowed. Whether a verb belongs to 
the group of transitive, ditransitive or intransitive verbs is treated as an idio­
syncratic property of the verb. 

Native speakers · of English would agree on the judgements given for the 
sentences in (12 )  and ( 13 ) .  This means that they too must have internal 
knowledge of the principles that decide on the type of VP in which a verb 
may appear; the subclassification of verbs must constitute part of their lexical 
knowlege. Let us therefore integrate the information on verb classes in the 
mental lexicon which we have posited as part of the internal knowledge of 
the native speaker. 

One way of encoding the information on the complement structure of the 
verb is by associating it directly with the lexical entry of the verb in question. 
This would lead to the following (partial) lexicon: 

14a meet: verb; transitive 
14b imitate: verb; transitive 
14c reconstruct: verb; transitive 
14d abandon: verb; transitive 
i4e dither: verb; intransitive 
14f give: verb; ditransitive 

6 For discussion of the classification of verbs in the traditional literature, see Aarts 
and Aarts (1982), Burton-Roberts ( 1986), Huddleston ( 1984) and Quirk, et al. 
( 1985). 
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The child acquiring English will have to learn not only the syntactic cat­
egory of the words of his language, but also the subcategory the verbs belong 
to. Exposure to English sentences containing these verbs will offer positive 
evidence of this information: the verb will occur in the appropriate syntactic 
environment. The child exposed to a sentence like (15a) will thus be able to 
conclude that sleep is intransitive and will assign it the property 'intransitive' 
in its lexical entry (ISb): 

ISa Mummy is sleeping. 
ISb sleep: verb; intransitive. 

In the Chomskian tradition the notions transitive, intransitive, etc., are 
encoded in distributional frames. Verbs are classified according to the type of 
VP in which the verb typically occurs. For example, the verb meet requires 
an NP complement; its VP will contain an NP. This requiremeqt can be 
represented as follows: 

16 meet: V, [-NP] 

(16) shows in which syntactic frame the verb meet can and must be inserted: 
meet is inserted in front of an NP. The verbs are characterized on the basis 
of the frames in which they occur. Dither, for instance, does not take any 
complement; give takes either two NPs ( 12b) or an NP and a pp (13c): 

17a dither: V, [--] 
17b give: V, [-NP, NP] or V, [-NP, PP] 

The frames that identify subcategories of verbs are called subcategorization 
frames. We say that meet subcategorizes for or selects an NP. 

3.2 Argument Structure and Thematic Structure 

All we have done so far is classify verbs according to whether they require 
any VP-internal NP. We have not really attempted to explain anything. On 
the contrary, we have implied that the subcategorization frame of a verb, 
i.e. whether it is transitive or intransitive, etc., is an unexplained primitive 
property of the grammer, i.e. a property which does not follow from any­
thing else. However, this seems intuitively wro�g. Whether a verb is transitive 
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or not is not a matter of mere chance; it follows from the type of action or 
state expressed by the verb, from its meaning. 

A verb like imitate expresses an activity that involves two participants: the 
active participant, the person who imitates, and the passive participant, 'the 
person or thing that is imitated. This notion of 'participants in an activity' 
has been formalized on the basis of the approach commonly adopted in logic. 
In this section we first look briefly at the logical system of representation, 
then we apply it to language in terms of the general notion of argument 
structure and of the more refined notion of thematic structure. 

3.2. 1 ARGUMENT STRUCTURE IN LOGIC 

Logicians have long been concerned with formulating representations for the 
semantic structure of sentences, or more correctly propositions.7 In the no­
tation of formal logic, (1 8a) is assigned the representation (18b): 

18a Maigret imitates Poirot. 
18b A (mp) 

where A = 'imitate', m = 'Maigret' and p = 'Poirot'. 

( 18a) contains the NPs Maigret and Poirot, two referring expressions, i.e. 
expressions which serve to pick out an entity, a person, a thing, from those 
things we are talking about, the universe of discourse. It also contains a 
predicate imitate, The predicate does not refer to a person or thing but rather 
defines some relation between the referring expressions. In the logical nota­
tion in ( 18b) we see that the predicate 'imitate' takes two arguments, rep­
resented by m (for Maigret) and p (for Poirot). Predicates that require two 
arguments ,are two-place predicates. The transitive verbs of traditional syntax 
correspond approximately to the two-place predicates of logic. The argu­
ments of a predicate are realized by noun phrases in our example: in (18a) 
the subject NP is one argument and the object NP is the second argument of 
the verb imitate. 

Intransitive verbs correspond to one-place predicates: they take only one 
argument. 

19a Maigret stumbled. 
19b S (m) 

where S = 'stumble' and m = 'Maigret'. 

For an introduction to logic written specifically for the linguist see Allwood, Dahl 
and Dahl ( 1977), McCawley (1981) .  



44 Introduction to Government and Binding Theory 

3.2.2 ARGUMENT STRUC11JRE IN NATURAL LANGUAGE 

Using the basic idea of formal logic outlined above, we can say that every 
predicate has its argument structure, 8 i.e. it is specified for the number of 
arguments it requires. The arguments are the participants minimally involved 
in the activity or state expressed by the predicate. 

-

We could use a metaphor to summarize this: predicates are like the script 
of a play. In a script a number of roles are defined and will have to be 
assigned to actors. The arguments of a predicate are like the roles defined by 
the script of a play. For an adequate pedormance of the play, each role must 
be assigned to an actor. It will not do either to miss out on a part in the play 
or to have actors on the stage who have no part to play. Adjuncts might be 
compared to the parts in the script which are not central to the play. 

We first discuss the argument str�cture of verbs and its relation to sub­
categorization frames. Then we also turn briefly to the argument structure of 
adjeCtives, nouns and prepositions. 

The argument structure of the verb determines which elements of the sen­
tence are obligatoty. If a verb expresses an activity involving two arguments, 
there will have to be at least two constituents in the sentence to enable these 
arguments to be expressed. This conceptually defined argument structure can 
partly replace the classification of verbs in terms of either transitivity labels 
or subcategorization frames described above. If a speaker knows the meaning 
of the verb meet, in other words if he knows what activity is expressed, he 
will also know how many participants are involved and hence how many 
arguments the verb takes. 'Meet' involves two participants, and hence will be 
expected to take two arguments. If one argument is realized as the subject of 
the sentence (cf. section 6 for discussion), it follows that meet will select one 
VP-internal complement. 

This does not mean that we can conclude that the verb meet necessarily 
subcategorizes for an NP. After all, the arguments might have been realized 
by categories other than NP.9 The argument structure of the verb predicts the 
number of constituents needed but not necessarily their type. Let us assume 
for the moment that the type of constituent which realizes the argument must 
be lexically encoded. We can improve the lexical representation of verbs by 
specifying their argument structure, which is derived from their meaning, and 
the specification of the realization of the arguments. This notation replaces 
the labels· transitive, intransitive and ditransitive, or the subcategorization 

For a more careful statement see section 5.3 where we discuss the difference 
between auxiliaries and main verbs. 
We return to this point in sections 5 .1  and 7.1 .  
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frames illustrated in ( 14) and ( 16 )-( 17) respectiveiy.10 We shall represent the 
arguments the verb takes . by arabic numerals. 

20a meet: verb; 1 2 
NP NP 

20b imitate: verb; 1 2 
NP NP 

20c reconstruct: verb; 1 2 
NP NP 

20d abandon: verb; 1 2 
NP NP 

20e give: verb; 1 2 3 
NP NP NP 
NP NP ppl I 

20f dither: verb; 1 
NP 

20g smile: verb; 1 
NP 

Recall that in addition to the arguments of the verb, sentences may also 
contain adjuncts, constituents providing additional information, for instance 
with respect to manner, place, time, etc. 

10 There is an important distinction between subcategorization frames and argument 
structure. Subcategorization frames only specify the complements of the verb, i.e. 
the constituents that are obligatory inside the VP. The subject NP need not be 
mentioned in the subcategorization frame because all verbs have subjects, hence 
the property of having a subject does not create a subcategory of V, whereas the 
presence of objects does. 

The argument structure lists all the arguments: it also includes the subject 
argument which is realized outside the VP. The thematic structure of the verb (see 
section 3.2.3) also lists all the arguments. 
Give allows for two types of realizations of its arguments: 

<(i� I gave Bill the money. 
(ii) I gave the money to Bill. 

The representation in (20e) in the text serves t� indicate that the second argument 
of give is either realized as an NP (i) or as a pp (ii). As (ii) and (iii) show, a pp 
must follow the VP-internal NP. We turn to the relative order of VP-internal 
constituents in chapter 3.  

(iii) ·1 gave to Bill the money. 
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In some cases it is less easy to determine the argument structure of predi­
cates. Consider the following pairs of sentences: 

21a Hercule bought Jane a detective story. 
21b Hercule bought a detective story. 

(21a) contains the verb buy with apparently three arguments. The argument 
Jane can be omitted, but as a result the meaning of the sentence changes 
subtly: in the unmarked context (21b) will be taken to mean that Hercule 
bought the detective story for himself. The action expressed in (21b) still 
implicitly involves someone for whom the book is b9ught. (2Ib) seems to 
contain an unexpressed or implicit argument. We shall encode the fact that 
some arguments may be left implicit by putting them in parentheses. 

22 buy: verb; I (2) 3 
NP NP NP 

So far we have only illustrated the argument structure of verbs. Other 
lexical categories too have an argument structure. Consider (23): 

23a Poirot is restless. 
23b Jeeves is envious of Bertie. 
23c Jeeves envies Bertie. 

In (23a) the predicate restless, an adjective, takes one argument. Restless is 
a one-place predicate. The adjective envious in (23b) takes two arguments 
analogously to the verb envy in (23c), which is semantically and morpho­
logically closely related to the adjective. (23b) and (23c) are near-paraphrases. 
The respective arguments of the verb envy in (23c) are realized by the two 
NPs Jeeves and Bertie. The arguments of envious are realized by an NP and 
by a pp headed by of. At this point we merely note that the second argument 
of the adjective cannot be realized by a straight NP but that it requires the 
presence of the preposition of. The reason why this should be so is treated 
in chapter 3.  

23d .. Jeeves is  envious Bertie. 

We cannot freely add new referring expressions to the sentences in (23): 
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24 "Poirot is restless of the case. 

47 

Unlike verbal arguments, the arguments of adjectives can often be left 
implicit: 

25a "Poirot envies. 
25b Poirot is envious. 

We shall again encode the argument structure of adjectives in the lexical 
information: 

26a envious: adjective; 1 (2) 
NP pp 

26b restless: adjective; 1 
NP 

The argument structure of lexical ite�s is not always uniquely fixed. Take 
for instance the adjective conscious in the following examples: 

27a Miss Marple is conscious of the problem. 
27b Sir Galahad is conscious. 

We distinguish two argument structures for the adjective conscious. Con­
scious is either a two-place predicate (27a) or a one-place predicate (27b) . It 
would not do to say that the second argument of conscious is left implicit in 
(27b) in the way that we argued that the second argument of envious in (25b) 
was implicit. In (25b) the adjective envious has the same meaning as in (23b), 
whereas there is a semantic difference between (27a) and (27b) .  In (27a) be 
conscious is near-synonymous with know, be aware. In (27b) it means 'not 
be in,;;Coma'. Depending on the meaning of the predicate we assume that a 
different argument structure is associated with it: 

28a conscious!: adjective; 1 2 
NP pp 

28b consciousl: adjective; 1 
NP 
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Conscious I will be parallel to know or aware: 

29a know: verb; 1 2 
NP NP 

29b aware: adjective; 1 2 
NP pp 

Let us turn to nouns. Consider the following groups of examples: 

30a Poirot will analyse the data. 
30b *Poirot will analyse. 
30c *There will analyse the data. 

31a  Poirot's analysis of the data was superfluous. 
3 1 b  The analysis of the data was superfluous. 
31c The analysis was superfluous. 

In (30) the verb analyse requires two arguments. The noun analysis is se­
mantically and morphologically related to the verb analyse and on the basis 
of (31a) we assume it has the same argument structure. 

32a analyse: verb; 1 2 
NP NP 

32b analysis: noun; ( 1 )  (2) 
NP pp 

The two arguments of analysis are realized overtly in (3 1a); in (31b) the agent 
of the activity is left unexpressed and in (31c) both arguments are unexpressed. 
It is a typical property of nouns that both their arguments may be unrealized. 

Prepositions too can be argued to have argument structure. The preposi­
tion in, for instance, will have two arguments; the preposition between will 
have three: 

33a John is in London. 
33b in: preposition; 1 2 

NP NP 
33c Florence is between Milan and Rome. 
33d between: preposition; 1 2 3 

NP NP NP 
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3.2.3 THETA THEORY 

Let us consider the argument structure of the verb kill. 

34a Maigret killed Poirot. 
34b kill: verb; 1 2 

NP NP 

49 

In (34a), the two argument-NPs Maigret and Poirot are intuitively felt to stand 
in different semantic relationships with the verb. The argument-NP Maigret 
in the subject position refers to the entity that is the AGENT of the activity 
of killing. The argument NP Poirot, the direct object, expresses the PATIENT 
of the activity. We used the metaphor of the script of a play when discuss­
ing argument structure of predicates. A script of a play defines not only the 
number of parts to be assigned, hence the number of actors involved, but also 
what characters are involved, it specifies which roles these actors have to 
play. The more specific semantic relationships between the verb and its re­
spective arguments may be compared with the identificat

'
ion of the characters 

in a play script. In the literature these relations between verbs and their 
arguments are referred to in terms of .thematic roles or theta roles (e-roles) 
for short. We say that the verb kill takes two arguments to which it assigns 
a theta role: it assigns the role AGENT to the subject argument of the sen­
tence, and the role PATIENT to the object argument. The verb theta-marks 
its arguments. Predicates in general have a thematic structure. The compon­
ent of the gramriJ.ar that regulates the assignment of thematic roles is called 
theta theory. 

Although many linguists agree on the importance of thematic structure for 
certain syntactic processes, the theory of thematic roles is still very sketchy. 
For example, at the present stage of the theory there is no agreement about 
how many such specific thematic roles there are and what their labels are. 
Some types are quite generally distinguished. We discuss them informally 
here. 

35a AGENT/ACTOR: the one who intentionally initiates the action ex­
pressed by the predicate. 

35b PATIENT: the person or thing undergoing the action expressed by the 
predicate. 

35c THEME: the person or thing moved by the action expressed by the 
predicate. 

35d EXPERIENCER: the entity that experiences some (psychological) state 
expressed by the predicate. 
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35e BENEFACTIVEIBENEFICIARY: the entity that benefits from the 
action expressed by the predicate . 

35f GOAL: the entity towards which the activity expressed by the predicate 
is directed. 

35g SOURCE: the entity from which something is moved as a result of the 
activity expressed by the predicate. 

35h LOCATION: the place in which the action or state expressed by the 
predicate is situated. 

The inventory above is very tentative. Other authors amalgamate the roles 
PATIENT and THEME under the one role of THEME. 

35i lHEME2: the entity affected by the action or state expressed by the 
predicate. 

We usually use the term THEME in this second interpretation. 
The thematic roles are illustrated in (36): 

36a Galahad gave the detective story to Jane. 
AGENT THEME BENEFACTIVFJGOAL 

36b Constance rolled the ball towards Poirot. 
AGENT THEME GOAL 

36c The ball rolled towards the pigsty. 
lHEME GOAL 

36d Madame Maigret had been cold all day. 
EXPERIENCER 

36e Maigret likes love stories. 
EXPERIENCER lHEME 

36f Love stories please Maigret. 
lHEME E�PERIENCER 

36g Poirot bought the book from Maigret. 
AGENT lHEME SOURCE 

36h Maigret is in London. 
THEME LOCA nON 

The identification of thematic roles is not always easy, as the reader can 
see for himself. However, intuitively the idea should be clear, and we shall 
be drawing on this rather intuitive approach to theta theory in subsequent 
discussion. 
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The information as to the semantic relationship between the predicate and 
its arguments is part of the lexical knowledge of the native speaker and 
should hence also be recorded in the lexicon. Rather than merely specifying 
the number of arguments of a predicate, one may envisage a representation 
which specifies the type of semantic roles of these arguments. In Government 
and Binding Theory this is represented by means of a thematic grid, or theta 
grid, which is part of the lexical entry of the predicate. Kill would be given 
the lexical representation in (37a): 

37a kill: verb 

AGENT PATIENT 

(37a) specifies that kill assigns two thematic roles (AGENT and PATIENT). 
We deduce that the verb is a two-place predicate, which requires two argu­
ments to which these roles can be assigned. Some linguists propose that the 
syntactic category realizing the thematic role should also be specified in the 
theta grid of a predicate (cf. section 7.1 for discussion). 

37b kill: verb _ 

Consider some examples: 

AGENT 
NP 

38a Maigret 1aIled the burglar. 
38b "Maigret killed. 

PATIENT 
NP 

38c "Maigret killc;d the burglar the cellar. 

We see that two arguments and no more than two are needed. In (3gb) the 
absence of the second NP renders the sentence ungrammatical: the second 
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theta role cannot be assigned. In (38c), conversely, one extra NP is added to 
the sentence. This NP cannot be assigned a thematic role because kill only 
assigns two roles, which are already assigned to the subject NP and to the 
object NP respectively. In (38d) we have inserted the preposition in. The 
sentence is grammatical: the preposition in assigns the thematic role of 
LOCATION to the NP the cellar. 

3 8d Maigret killed the burglar in the cellar. 

One criterion for judging whether a sentence is grammatical is that the 
thematic roles associated with its predicate(s) must be assigned to arguments, 
these arguments must be structurally realized. Conversely, the referring NPs 
in the sentence must bear some semantic relation to a predicate. This seman­
tic relation can be established via the assignment of thematic roles. 

Each s�tactic representation of a sentence is scanned for the predicate(s) 
it contains. Each predicate is tested with respect to its argument structure. Its 
arguments must be realized. More specifically the predicate is tested for its 
thematic roles: each role must be assigned to an argument. 

Let us take as an example a sentence containing the predicate kill. Kill assigns 
the thematic roles of AGENT and PATIENT, hence it requires two argu­
ments. When the theta roles can be assigned to arguments we say that they 
are saturated and we mark this by checking off the theta role in the thematic 
grid of the predicate. In order to identify the assignment of the respective 
thematic roles to the corresponding arguments, NPs are identified by means 
of an index, a subscript: 

39a Maigret; killed the burglarj. 
39b * Maigret; killed. 
39c * Maigret; killed the burglarj the cellark. 

We shall not discuss the subscripting convention here. We hope that the 
intuitive idea is clear: an NP refers to an individual or an object and is 
identified by the referential index. Two NPs with the same index are said to 
be coindexed: they are interpreted as referring to the same entityY 

40a Maigret; said that he; was ill. 
40b Maigret; hurt himself;. 

12 We return to coindexation in chapter 4 and in chapter 12. 
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In order to show how the theta roles of a predicate are assigned we enter the 
index of the argument to which the thematic role is assigned in the appro­
priate slot in the theta grid. For ( 39a) the saturation of the thematic roles can 
be represented as in (41 ) :  

41  kill: verb 
AGENT PATIENT 

NP NP 

i i 

If we try to do the same for (39b) we see that one of the slots in the thematic 
grid will remain unfilled: one thematic role is not assigned. Conversely, in 
(39c) there is one referential index which cannot be entered on the grid, 
hence cannot be assigned a thematic role. 

42a kill: verb 
AGENT PATIENT 

NP NP 

i ? 

42b kill: verb 
AGENT PATIENT 

NP NP 

i i k ?  

In (42a) corresponding to (39b) the thematic role of PATIENT is not assigned 
or not saturated. In (42b), corresponding to (39c), the argument-NP the cellar 
with the referential index k fails to be assigned a thematic role. 

The requirement that each thematic role of a predicate must be assigned 
and that there must be no NPs that lack a thematic role is summed up in the 
theta criterion: 
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43 Theta criterion 
43a Each argument is assigned one and only one theta role. 
43b Each theta role is assigned to one and only one argument. 

So far we have only discussed NP arguments. But other constituents may 
also be arguments: consider, for instance, (44a) and (44b):  

44a The police announced the news. 
44b The police announced that the pig had been stolen. 

In (44a) announce is associated with two arguments, which will be assigned 
their thematic roles. The role AGENT is assigned to the police; TIIEME to 
the news. In (44b) the TIIEME role is assigned to a subordinate clause: that 
the pig had been stolen. Clauses too can thus be arguments of the predicate. 
We return to the issue in more detail in section 5.1.  

Given the wide diversity in the labelling of thematic roles and their defi­
nitions it would be a difficult enterprise to fix the types of roles and their 
exact number. Even if we are unable to pin down the exact nature of the 
different roles involved we are usually quite clear as to how many arguments 
a predicate requires in a given reading. Hence, instead of specifying the exact 
type of thematic role for each predicate, we shall often merely list the number 
of arguments, identifying their roles by numbers rather than by role labels. 
Thus for the verb kill we shall use the following lexical representation, unless 
we need to refer explicitly to the thematic label. 

45 kill: verb 
1 

NP 
2 

NP 

The numerals 1 and 2 represent the thematic roles assigned by the verb 
whose labels need not concern us. 

Research in this area suggests that it might not be necessary or desirable 
to refer to the thematic labels in the syntaX,!3 and that indeed the representation 

13 For discussion, see Grimshaw (1979, 1981).  



The Lexicon and Sentence Structure 55 

in (45) is the one we need. We do not go into that discussion here and we 
refer the reader to chap(er 3, section 6.3 and to the literature. 

4 The Projection Principle 

Let us sum up what we have done so far. We have seen that the lexical items 
which are the ultimate constituents of a sentence play an important part in 
its syntactic representation. Section 2 shows that the lexical category of the 
head of a phrase determines the category of the phrase. Second, we have seen 
in section 3 that the thematic structure of a predicate, encoded in the theta 
grid, will determine the minimal components of the sentence. This idea that 
lexical information to a large extent determines syntactic structure is summed 
up in the projection principle: 

46 Projection principle 
Lexical information is syntactically represented. 

The projection principle will play an important role throughout this book. 
For a discussion of the role of the lexicon in syntax see also Stowell and 
Wehrli (1992) and the references cited there. 

5 The Assignment of Thematic Roles 

In this section we look at the assignment of thematic roles in the syntax. We 
focus on three areas: section 5.1  discusses clausal arguments; section 5.2 dis­
cusses expletive pronouns; and section 5.3 considers the difference between 
lexical verbs, or main verbs, and auxiliaries. 

5. 1 Clausal Arguments 

We have seen that the obligatory constituents of a sentence are determined 
by the semantic properties of the predicates (verbs, adjectives) and we have 
mainly discussed examples with NP-arguments. Sentences too may be argu­
ments of a predicate. 
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47a Miss Marple has announced the news. 
47b Miss Marple has announced that Poirot had left. 

In (47a) the verb announce takes two arguments, realized by the NPs Miss 
Marple and the news respectively. In (47b) the arguments are realized by 
an NP and by the clause [that Poirot had left] . Consider also the following 
examples: 

48a The robbery surprised all the inhabitants of Blandings. 
48b [That the pig was stolen] surprised all the inhabitants of Blandings. 

49a Jeeves' decision is very unfortunate. 
49b [That Jeeves should be leaving] is very unfortunate. 

50a Poirot asked three questions. 
SOb Poirot asked [whether anyone had seen the pig] .  

51a Maigret believes the story about the burglary. 
51b  Maigret believes [that the taxi driver is lying]. 

52a Constance is aware of the problem. 
52b Constance is aware [that the pig is in danger] . 

The verb surprise takes two arguments. In (48a) both arguments are realized 
by NPs; in (48b) one argument is realized by a clause. Similarly, in (49a) the 
one argument of the adjective unfortunate is realized by an NP and in (49b) 
it is realized by a clause. In (50) and (51) we find further alternations between 
NPs and clauses as realizations of arguments. In (52) one of the arguments 
of the adjective aware is realized by an NP contained in a pp in (52a) and 
by a clause in (52b). 

We conclude that the theta grid of predicates will not always specify a uni­
que category to which a theta role can be assigned but will allow for a choice. 
We return to this point in section 7. 1 .  

Let us consider clausal arguments a little more closely: 

53a [That Galahad had left] is very surprising. 
53b [For Galahad to have left] is very surprising. 
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54a Maigret; believes [this storY]j' 
54b Maigret; believes [that the taxi driver is innocent]j' 
54c Maigret; believes [the taxi driver to be innocent]j' 
54d Maigretj believes [the taxi driver innocent]j .  

57 

In (53) we see that the adjective surprising takes one argument, to which it 
assigns a thematic role. The argument is realized by a finite clause in (53 a): 
the verb had is finite, it is inflected for the past tense and the clause is 
introduced by the complementizer that. In (53b) the argument of the main 
predicate is realized by a non-finite clause: have is in the infinitive and the 
sentence is introduced by the complementizer for. We return to the general 
principles of sentence structure in chapter 2.14 

Koster (1978b) argues that what looks like a clausal subject in (48b) and in (49b) 
is not in the subject position. Observe for instance that (48b) cannot be embedded 
as such. 

(ia) I wonder whether the robbery surprised all the inhabitants of Blandings 
(ib) ·1 wonder whether [that the pig was stolen] surprised all the inhabitants of 

Blandings. 

(ib) can be made grammatical if we move the clausal subject to a final position 
and replace it by the pronoun it. As mentioned in the introduction, the pronoun 
it in examples such as (ic) seems to make no contribution to the semantics of the 
sentence. We return to this use of it in section 5.2.1 .  

(ic) I wonder whether it surprised all the inhabitants of Blandings [that the pig 
was stolen]. 

Similarly, Stowell ( 1981 )  suggests that object clauses also do not occupy the 
same position as the object NP. Observe, for instance, that in English the object­
NP the situation in (iia) can, and indeed must (cf. (ib) ) precede the adverbial adjunct 
very carefully, while an object clause must follow it. 

(iia) He explained the situation very carefully. 
(iib) 'He explained very carefully the situation. 
(iic) ·He explained that he was not going to leave very carefully. 
liici) He explained very carefully that he was not going to leave. 

There is funher support for these observations from Dutch. In this language 
subordinate clauses have the SOY pattern: in (iiia) the direct object NP de waarheid 
('the truth') precedes the verb zegt ('tells'), the reverse order is not possible (iiib): 

(iiia) Ik verwacht dat Jan [de waarheid] zegt. 
I expect that Jan the truth tells 
'I expect Jan to tell the truth.' 
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In (54a) both arguments of believe are realized by NPs. In (54b) one of the 
arguments of believe is realized by a finite clause. & the bracketing indicates, 
the corresponding argument is realized by a non-finite clause in (54c). 

The bracketing in (54c) is meant to show that we consider the taxi driver 
to form a constituent with to be innocent. The justification for this analysis 
is essentially one of analogy. H we compare the sentences (54b) and (54c) we 
see that they are very similar in meaning. In (54b) the verb takes two argu­
ments: one argument which is realized by the subject NP, and one argument 
which is realized by a sentence. On the basis of examples like (54a) and (54b) 
we deduce that the lexical entry of believe has the following theta grid: 

55 believe: verb 
1 

NP 
2 

NP/S 

In (54a) the arguments are saturated as in (56), where i is the index of an 
NP. In (54b), similarly, the saturation of the arguments can be represented 
as in (56), with i now seen as the index of a subordinate clause. 

56 believe: verb 
1 2 

NP NP/S 

i j 

(ilib) "Ik verwacht dat lan zegt (de waarheid]. 
I expect that lan says the truth 

(iiic) "Ik verwacht dat Jan [dat hij ziek is ] zegt. 
I expect that lan [that he ill is] says 

(iiid) Ik verwacht dat Jan zegt [dat hij ziek is]. 
I expect that lan says that he ill is 

For further discussion we refer the reader to the texts cited. However, these texts 
will not be accessible until we have covered the material in chapter 7. 
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Given the close similarity in meaning between (54b) and (54c), the minimal 
assumption is that the verb believe in (54c) is the same as that in (54b) and 
has the same theta grid. While in (54b) the second argument is associated 
with a finite clause, in (54e), the second argument is associated with a non­
finite clauseY The theta roles in (54e) are saturated as in (56), with ; standing 
for the non-finite clause. 

(54d) is also very close in meaning to (54b) and (54c) , so we postulate that 
the verb believe is unaltered and has the theta grid in (55) .  Given this 
assumption, we need to assign to (54d) a structure that allows the satura­
tion of the argument roles 1 and 2. The bracketing in (54d) will do that 
adequately. 

It is not immediately obvious how to label the structure [the taxi driver 
innocent] . In the traditional literature on parsing, the term 'verbless clause' 
is sometimes used. This term serves to indicate that we have a constituent 
which has a propositional meaning, i.e. the same sort of meaning as a full 
clausal structure has, but it lacks any verb forms. In (54d) the constituent [the 
taxi driver innocent] corresponds to the sentence [the taxi driver to be inno­
cent] in (54c) .  In both sentences the NP the taxi driver is the subject of the 
predicate expressed by the AP innocent. In the Government-Binding litera­
ture, constituents such as [the taxi driver innocent] are called small clauses. 
We return to their structure throughout the book. 

Non-finite clauses and small claus�s are not normally!6 found as inde­
pendent clauses: they can only be subordinate to some other main predicate. 
The italicized constituents in (57) are all small clauses: 

Note, however, that in this particular example, the non-finite clause cannot be 
introduced by the complementizer for. We shall return to this issue in chapters 2 
and 3.  
Small clauses seem to be in frequent use in certain registers, such as  informal notes 
or telegrams (i) or newspaper headlines (ii): 

(i) Mother in hospital. 
(ii) Hijackers under arrest. 

Register-specifjc syntactic properties have not often been studied in the generative 
framework (see Haegeman, 1987, 1990; and Massam and Roberge, 1989). 

We also find small clauses in colloquial expressions such as: 

(Hi) What? Me angry? 

For small clauses in acquisition see Radford (1990). 
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57a I consider John a real idiot. 
57b The chief inspector wants Maigret in his office. 
57c Emsworth got Galahad in trouble. 

It is evident that the small clauses are of different types. In (57a) the small 
clause consists of an NP John and a second NP a real idiot. The first NP acts 
as a subject to the second one. In (57b) and (57c) the small clause is com­
posed of an NP and a PP, where the NP is the subject with respect to the pp 
predicate.17 That the italicized strings in (57) are constituents is supported by 
the fact that other material associated with the main verb of the sentence 
cannot occur internally to what we have called the small clause: 

58 "The chief inspector wants [Maigret [very much] in his office]. 

In (58)  the degree adjunct very much, which modifies the verb want, cannot 
intervene between the subject and the pp predicate of the small clause. 

5.2 Expletives 

Section 5.1  shows that not all arguments of a predicate are necessarily realized 
as NPs. In this section we shall see that the reverse also holds: some NPs in 
the subject position of the sentence are not assigned a thematic role, hence 
are not arguments of the predicate. 

5.2. 1 IT AND EXTRAPOSmON 

The obligatory presence of certain constituents in a sentence can be ac­
counted for in terms of the argument structure of the predicate of a sentence. 
Let us now extend our analysis to some further data: 

59a The burglary surprised Jeeves. 
59b That the pig had been stolen surprised Jeeves. 
59c It surprised Jeeves that the pig had been stolen. 

For a discussion and further motivation of the analysis of small clauses, see 
Stowell ( 1 983), Hocnstein and Lightfoot (1987). However, these texts will only 
become accessible once chapter g has been covered. 
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From (59a)  and (59b)  we infer that surprise takes two arguments. Neither of 
these can be omitted: 

60a "The burglary surprised. 
60b "Surprised Jeeves. 
60c "That the pig had been stolen surprised. 

Surprise will be associated with the thematic grid (61) :  

61  surprise: verb 
1 

NP/S 
2 

NP 

We cannot insert another NP in these sentences since this would not be 
assigned a theta role by surprise. 

62a "The burglary surprised Jeeves it. 
62b *That the pig had been stolen surprised Jeeves it. 

In (62a) or (62b) the NP it cannot be assigned a thematic role and thus the 
sentence violates the theta criterion (43) .  The theta criterion specifies that 
theta roles are assigned uniquely. Hence one could not, for instance, propose 
that in (62a) theta role 1 is assigned both to the subject NP the burglary and 
to the NP it. 

Now let us look at (59c) repeated here as (63a): 

63a It surprised Jeeves that the pig had been stolen. 

(63a) is a paraphrase of (59b). We deduce that surprise in (63a ) has the theta 
grid gIven in (61 )  with two theta roles to be associated with two arguments. 

How are these arguments realized? If we capitalize on the equivalence between 
(63a) and (59b) then the easiest thing would be to say that in both (59b) and 
(63a) one theta role, say 1, is assigned to the clause [that the pig had been 
stolen] and the other onr, 2, to Jeeves. This hypothesis leaves us with the NP­
constituent it in the subject position of (63a) unaccounted for. This NP is not 
optional: 
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63b "Surprised Jeeves that the pig had been stolen. 

On the other hand, it cannot be assigned a thematic role since surprise only 
assigns two thematic roles already saturated as described above. 

One element in the discussion is that the choice of a 6ller for the subject 
position in (63a) is very limited: indeed no other NP (pronominal or not) can 
611 the position: 

64a "'This surprised Jeeves that the pig had been stolen. 
64b ·'He surprised Jeeves that the pig had been stolen. 

Moreover it is not possible to question the element it in (63a), nor can it 
receive focal stress: 

64c .. What surprised Jeeves that the pig had been stolen? 
64d "IT surprised Jeeves that the pig had been stolen. 

In fact, the pronoun it in (63a) contributes nothing to the meaning of the 
sentence, (63a) being a paraphrase of (59b). It is not a referring expression: 
it does not refer to an entity in the world, a person or an object; it cannot 
be questioned; it cannot receive focal stress. 

On the basis of these observations we formulate the hypothesis that it plays 
no role in the semantic make-up of the sentence and that its presence is 
required in (63a) simply for some structural reason. The relevant explanation 
for the presence of it in the subject position in (63a) will be argued to be that 
English sentences must have an overt subject (see section 6 and chapter 2 for 
more discussion). The pronoun it in (63a) acts as a mere slot-611er, a dummy 
pronoun without semantic contribution to the sentence; it is a place-holder 
for the otherwise Unfilled subject position. In the literature such a dummy 
pronoun is ohen called an expletive pronoun. The term pleonastic it is also 
used. Expletives are elements in NP positions which are not arguments and 
to which no theta role is assigned.18 Note that, unlike adjuncts, expletives 
contribute nothing to the sentence meaning. 

18 The reader will recall from the Introduction that in pro-drop languages such as 
Italian the subject pronoun can be omitted (ia) and that in such languages there 
are no expletive pronouns (ib): 

(ia) (10) parlo ltaliano. 
(I) speak {Isg) Italian 
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In an example like (63a) it is sometimes said that the sentential subject is 
extraposed and that it is in construction with an expletive. (65) contains some 
more examples of extraposition patterns. The extraposed clause and the 
expletive are italicized: 

65a It worries Maigret that Poirot should have left. 
65b It is unfortunate that Poirot should have said that. 
65c It is out of the question that Jeeves should be. fired. 
65d I consider it odd that Poirot should have left. 

The expletive it cannot just appear in any type of sentence. Consider for 
instance the following pair: 

66a An announcement about the robbery worried Maigret. 
66b "It worried Maigret an announcement about the robbery. 

(66b) shows that the expletive it cannot become the place-holder for an extra­
posed NP.19 

5.2.2 THERE AND EXISTENTIAL SENTENCES 

Now let us turn to another sentence pattern which poses problems for our 
theory outlined so far. 

67a Three pigs are escaping. 
67b There are three pigs escaping. 

(ib) ( "Cia) e chiaro che Louisa non partid. 
("it) is clear that Louisa not leave (fut, 3sg) 
'It is clear that Louisa won't go.' 

In pro-drop languages the subject pronoun is only present when it receives stress 
(for instance when contrasted or focalized): 

(ic) Le; parte e lu; arriva. 
she leaves and he arrives 

Since expletive pronouns cannot receive focal or contrastive stress it follows that 
they will not be used in pro-drop languages. 
A good survey of the literature on extraposition can be found in Williams (1980). 
For different views see also Bennis (1986), Grange and Haegeman ( 1989) and 
Postal and Pullum (1988) .  
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In (67a) the verb escape has one argument, realized by the NP three pigs. In 
(67b) the sentence contains one more element: the pronominal there, which 
occupies the subject position. First note that there is not an adjunct of place. In 
(67b) there, unlike place adjuncts, cannot be questioned: 

68a I saw Bill there last week. 
Where did you see Bill last week? 
There. 

68b *Where are three pigs escaping? There. 

Also, unlike the place adjunct, there in declarative (67b) cannot be omitted 
freely: 

69a I saw Bill last week. 
69b .. Are three pigs escaping. 

But there does not really contribute anything to the meaning of (67b), which 
has the same meaning as (67a). Again the data suggest that there is required 
for structural reasons: it fills up the subject position. Unlike the place adjunct 
there, there in (67b) cannot receive focal stress: 

70a I saw him (right) there. 
70b * There are three pigs escaping. 

As was the case with the pronominal it discussed before, we call there an 
expletive. In contrast with it, there is associated with NP-subjects which have 
been moved to the right in the sentence, and it cannot be associated with 
clausal subjects: 

71a *There surprised Jeeves [that the pig had been stolen]. 

The construction with there has many intriguing properties. For instance 
the there-construction is only allowed if the moved subject NP is indefinite. 
There are also heavy restrictions on the type of verb that can occur in this 
construction. Transitive verbs, for instance, are disallowed.20 

20 For the discussion of the there-construction, see Belletti ( 1 988), Milsark (1974, 
1977) Moro ( 1989) and Stowell ( 1978). These texts will be accessible after chap­
ter 6 has been covered. 
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71 b "There are the three pigs escaping. 
71c "There saw three children the pigs. 

5.2.3 CONCLUSION 

65 

We have seen that there are two pronouns in English, it and there, that can 
be used without being assigned a thematic role. They are expletives filling the 
subject position for structural reasons. We turn to those structural reasons in 
section 6. 

Expletives always turn up in the subject position of the sentence, i.e. the 
NP position for which the verb does not subcategorize. Indeed the theory 
outlined so far predicts that expletives will never turn up in subcategorized 
positions. Expletives are elements lacking a theta role. The positions a verb 
subcategorizes for are determined by the thematic structure of the verb. When­
ever a verb requires a complement NP, this is because the verb has a theta 
role to assign to the NP. Inserting an expletive NP in an object position would 
miss the point, because the expletive element would not be able to receive the 
theta role. In (72) we find a pronoun it as the object of believe, but this pronoun 
is not an expletive: it is assigned a thematic role by the verb. In such examples 
it can substitute for other NPs: 

72 Poirot believes itlthislthis storyfthe announcement. 

The prediction of the theory outlined is thus that expletives can only occur 
in NP positions that are not subcategorized for, i.e. the subject position of the 
sentence.21 

5.3 Main Verbs and Auxiliaries 

So far we have implied that all verbs assign thematic roles. However, it is 
well known that the class of verbs can be divided into two sets: (a) lexical 
verbs or main verbs like eat, sleep, walk, and (b) auxiliaries: be, have, do, and 
the modal auxiliaries will, shall, can, may, must, ought. All these elements are 
inflected for tense:22 

See Postal and Pullum (1988) for a different view. 
In the present tense, verbs and the auxiliaries have and be are also inflected for 
person and number. Modals are not inflected for person and number. For discus­
sion cf. chapter 1 1 .  For the development of modals see Lightfoot (1979). 
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73 Verb Present tense Past tense 
a eat eat eats ate 
b sleep sleep sleeps slept 
c walk walk walks walked 
d be am/ace is was/were 
e have have has had 
f can can can could 
g do do does did 

Auxiliary verbs have some special properties distinguishing them from lexi­
cal verbs. In (74) and (75) we have paired sentences containing a lexical verb 
in (a) and an auxiliary in (b). The reader can check that auxiliacies and main 
verbs behav� differently in negative and interrogative patterns: 

74a John eats chocolate. 
"John eatsn't chocolate. 
John doesn't eat chocolate. 

74b John has eaten chocolate. 
John hasn't eaten chocolate. 
*John doesn't have eaten chocolate. 

75a John eats chocolate. 
"Eats John chocolate? 
Does John eat chocolate? 

75b John has eaten chocolate. 
Has John eaten chocolate? 
"Does John have eaten chocolate? 

The negation element n't follows the auxiliaries (cf. (74b)), whereas it must 
precede the lexical verb (cf. 74a)).  In a yes-no question the auxiliary and the 
subject of the sentence ace inverted (see chapter 2 for discussion). Lexical 
verbs do not invert with their subjects: in both negative sentences and in 
questions the auxiliary do is needed. We return to the positions of lexical 
verbs and of auxiliaries in chapter 7 and especially in chapter 1 1 .  Now let 
us consider the thematic structure of auxiliaries and main verbs. 

76a Poirot accuses Maigret. 
76b Poirot has accused Maigret. 
76c Poirot is accusing Maigret. 
76d Poirot does not accuse Maigret. 
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In (76a) the assignment of the thematic roles of accuse is straightforward: 
one thematic role will be assigned to the NP Poirot and the other one to 
Maigret. In addition to the lexical verb accuse, (76b) contains the perfective 
auxiliary have. The sentence is grammatical, which must mean that all 
thematic roles of the predicate(s) are assigned and that all referring NPs in 
the sentence have a thematic role assigned to them. Given that there are just 
as many NPs present in (76b) as in (76a), we are led to conclude that the 
auxiliary have, though morphologically like a verb in that it is inflected for 
tense, person and number, does not assign any thematic roles of its own. If 
have did assign any thematic roles then we would expect (76b) to contain one 
or more NPs in addition to those in (76a), which would be assigned the 
thematic roles of the auxiliary. The same argument can be applied to the 
auxiliaries be in (76c) and do in (76d). We conclude that auxiliaries do not 
assign thematic roles. 

A related problem appears in connection with the· copula be in (77) (cf. 
example (54) ) .  

77a Maigret; believes [that the taxi driver is  innocent]j 
77b Maigret; believes [the taxi driver to be innocent]j 
77c Maigret; believes [the taxi driver. innocent]j 

In (77) believe assigns one theta role to Maigret and it assigns the second one 
to the bracketed clausal constituents. We are concerned with the internal 
predicate argument structure of the clausal argument. In the discussion above 
we have argued that the finite complement clause in (77a), the non-finite one 
in (77b) and the small clause in (77c) all basically mean the same thing: in 
all of them the property innocent is ascribed to the referent of the NP the taxi 
driver. We have also seen that adjectives, like verbs, have an argument struc­
ture. Let us first turn to (77c). Inside the small clause the taxi driver innocent 
the NP the taxi driver must have been assigned a thematic role, by virtue of 
clause (43a) of the theta criterion. We deduce that the NP is assigned a 
thematic role by innocent. The adjective will have the thematic grid (78) :  

78 innocent: adjective 

1 
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In the small clause in (77c) the theta role is assigned to the NP the taxi 
driver. With respect to (77a) and (77b) innocent must also be able to assign 
its thematic role and by analogy with (77c) we assume that it assigns it to 
the NP the taxi driver and hence we conclude that the copula be, like 
auxiliaries, does not assign any thematic roles. Interestingly, the copula be also 
has the other syntactic properties of the auxiliaries: 

79a The taxi driver is innocent. 
79b The taxi driver isn't innocent. 
79c Is the taxi driver innocent? 

The formal differences between main verbs on the one hand and auxiliaries 
and the copula be on the other are matched by a semantic property: neither 
auxiliaries nor the copula be assign thematic roles.23 

6 The Extended Projection Principle (EPP) 

Our discussion reveals that sentence constituents may be required for two 
reasons. 

In the first place, the argument structure and the theta grid of the predicate 
determine the minimal composition of the sentence. Sentence structure is thus 
partly lexically determined. This property of syntactic representations is 
summed up in the projection principle ( (46), section 4). 

Second, expletive elements are required to fill the subject position in certain 
constructions (section 5.2). The structural requirement which necessitates the 
insertion of expletives is that the subject position of a sentence must be filled, 
i.e. sentences must have subjects.24 This requirement is not one that is specific 
to individual lexical items, but it is a general grammatical property of all 
sentences. In thIS respect the structural requirement that sentences have sub-

See Pollock ( 1 989) for an explanation. 
In chapters 5-8 we shall see that the subject may be non-overt. The reader will 
recall that in pro-drop languages the subject pronoun can be omitted: 

(i) Parlo italiano. 
speak ( l sg) Italian 

This might seem in contradiction with the subject requirement discussed in the 
text. For sentences lacking an overt subject we will propose that there is a non­
overt pronoun in the subject position. We discuss this type of non-overt subject 
in pro-drop languages in chapter 8.  
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jects is an addition to the projection principle. Not only must lexical prop­
erties of words be projected in the syntax, but in addition, regardless of their 
argument structure, sentences must have subjects. The latter requirement has 
come to be known as the extended projection principle (EPP) ( 80).  The phrase 
structure rules of our grammar (cf. (2b)) will specify that every sentence has 
a subject. (We return to a discussion of phrase structure in chapter 2.) 

80 Extended projection principle 
S ----+ NP - AUX - VP 

Consider ( 81 ) :  

81a Maigret accused Poirot. 
81b  " Accused Poirot Maigret. 

In both ( 8 1a) and (81b) the two arguments of accuse are realized by the NPs 
Maigret and Poirot. The ungrammaticality of (81b) follows from the ex­
tended projection principle (80):  the subject position is not filled. Insertion of 
the expletive there is not possible because there cannot be associated with 
definite NPs and also it cannot be used with transitive verbs. Similarly, it cannot 
be inserted since this expletive cannot be in construction with an NP. 

82a *There accused Maigret Poirot 
82b *It accused Maigret Poirot. 

7 Thematic Roles: Further Discussion 

7. 1 The Canonical Realization of Theta Roles 

Synt:;l�ticians do not agree about the question whether the lexical information 
associated with ,a lexical item must specify the categorial realization of the 
thematic roles, i.e. whether it must specify by which syntactic categories the 
thematic roles such as AGENT, THEME etc., are realized. It has been noted, 
for instance, that thematic roles such as AGENT are always realized by an 
NP. It is then said that the canonical realization of AGENT is NP, i.e. that 
this theta role is normally realized by NP. This means that the theta grid of 
a verb which assigns a theta role AGENT will not need to specify by which 
syntactic category the theta role is realized. In other words, this view proposes 



70 Introduction to Government and Binding Theory 

that categorial selection or c-selection follows from semantic selection or' s­
selection. However, there is not always a perfect match between certain types 
of thematic roles and the corresponding syntactic realization. Compare, for 
instance, the examples in (83) (from Rothstein 1992): 

83a I asked what the time was. 
the time. 

83b I inquired what the time was . 
.. the time. 

Ask and inquire are near-synonymous: both take a semantic complement of 
the type which we could informally describe as 'Question'. We could say that 
questions are canonically realized by interrogative �lauses, and thus we ex­
pect that both ask and inquire take a clausal complement. However, the verb 
ask can also select an NP-complement (the time in (83a) ), while inquire 
cannot. In (83a) the NP the time is interpreted as equivalent to a ' question 
('what the time was' ); NPs interpreted as questions are called concealed 
questions. Grimshaw (1981)  uses data as those in (83) to propose that there ' 
are predictable relations between the semantic characteristics of the comple­
ment of a lexical item and the canonical realization, which she labels canonical, 
�tructural representations (CSR). Categorial information concerning the syn­
tactic representation of an argument of a certain head will only be required 
in those cases where this argument is realized by a non-predictable category. 
For instance, categorial information is needed to specify that the complement 
of ask may be realized by an NP, though not to specify that it may be a 
clause. The latter information is derived from the semantic information that 
the complement of ask is a question. Grimshaw stresses that we cannot 
eliminate c-selection from lexical information because we need to specify the 
non-canonical realizations. We briefly return to this point in Chapter 3 (section 
6.3). 

In our discussion we often omit the specification of the syntactic category 
to which a thematic role is assigned and use representations as (83c). This 
convention is adopted for convenience' sake and implies no decision with 
respect to the relation between categorial selection and themati� roles. 

83c inquire: verb 

2 
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7.2 The Subject Theta Role 

71 

With respect to the assignment of thematic roles we have treated arguments 
in the subject position in the same way as arguments in the object position. 
For instance in (84) we would have said that both the NP Maigret and the 
NP the taxi driver are assigned a theta role by the verb accuse. 

84 Maigret accused the taxi driver. 

Two related observations are often advanced in the literature for treating 
subject arguments as different from object arguments. On the one hand, the 
choice of the object affects the thematic role of the subject while the choice of 
the subject argument does not affect the role of the object, and on the other 
hand, there exist 'object idioms' with the subject as a free argument while 
there are no subject idioms with a free object.2S 

In (85) we see how the choice of the object may determine the theta role 
of the subject: 

85a John broke a leg last week. 
85b John broke a vase last week. 

In both (85a) and ( 85b) the verb break takes an NP complement. The choice 
of the complement determines the thematic role of the subject: while in (85b) 
John could be considered AGENT, in (85a) this is not the case: John is the 
one who undergoes the event. Consider also (86). While in (86a) the literal 
meaning of the verb kill is intended, the other three examples are idioms with 
free subjects. The idiomatic interpretation of the sentence depends on the 
combination of the verb kill and its object. 

86a kill an insect 
86b kill a conversation 
86c kill a bottle (i.e. empty it) 
86d km an audience (i.e. wow them) 

(examples from Bresnan, 1982: 350) 

The theta role assigned to the subject is assigned compositionaliy: it is 
determined by the semantics of the verb and other VP constituents. Roughly, 

A discussion of the grammatical functions in the Government and Binding frame­
work is found in Marantz (1981 ) .  For a discussion of some problems raised by 
the approach, see Bresnan (1982). 
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the verb assigns an object role first, the resulting verb-argument complex will 
assign a theta role to the subject. The subject argument is as if it were slotted 
in last. 

If a predicate assigns a thematic role directly to some constituent we shall 
say that the predicate theta-marks the constituent directly. If the predicate 
theta-marks an argument compositionally we call this indirect theta-marking. 

As mentioned above, there is no agreement as to whether the difference 
between the types of theta roles should be considered as syntactically rel­
evant. However, most linguists agree that the thematic role assigned to the 
subject must somehow be set apart from the other thematic roles. One quite 
popular proposal due to Edwin Williams ( 1981 )26 is that the argument which 
must be realized in the subject position and hence will be theta-marked 
indirectly is singled out lexically. The lexical entry for the predicate signals 
explicitly which argument must be outside the VP. Given that this argument 
is projected onto an NP outside the VP, it is referred to as the external argu­
ment and conventionally the external argument is indicated in the thematic 
grid by underlining: 

87 accuse: verb 

.1 2 

Theta roles assigned to internal arguments will be referred to as internal 
theta roles; that assigned (indirectly) to the external argument is often re­
ferred to as the external theta role. (Cf. chapter 6, sections 3 and 5 for further 
discussion.) 

8 Summary 

In this chapter we have considered the extent to which sentence structure is 
determined by lexical properties. As a basis for the formation of sentences we 
have adopted the projection principle: 

26 WilIiams (1981)  shows the relevance of the distinction between external and 
internal theta role for the domain of morphology. See also exercise 6. 

In chapter 6 we shall discuss an alternative approach to the status of the subject 
NP. 
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1 Projection principle 
Lexical information is . syntactically represented. 

The type of lexical information with which we have been mainly concerned 
in this chapter is the thematic structure of the predicate, i.e. the number and 
types of arguments which the predicate takes. The thematic structure associ­
ated with lexical items must be saturated in the syntax, as stated in the theta 
criterion: 

2 Theta criterion 
2a Each argument is assigned one and only one theta role. 
2b Each theta role is assigned to one and only one argument. 

The theta roles of a predicate are represented in a grid-format. The assign­
ment of thematic roles is registered by means of referential indices which are 
associated with thematic roles. 

Independently of the argument structure of the main predicate, it is a 
general property of sentences that they must have subjects. This property is 
stated in the extended projection princ!ple (EPP): 

3 Extended projection principle (EPP) 
S --7 NP - AUX - VP 

In order to satisfy the EPP, so-called expletives may have to be inserted in 
the subject position of a sentence. Expletives are pronouns such as it and there 
in English which are not assigned a thematic role. 

9 Exercises 

Exercise 1 

We have seen that lexical verbs are specified for the number and 
types of theta roles they assign: work assigns one thematic role 
(AGENT). destroy assigns two (AGENT, THEME) and give assigns three 
(AGENT, THEME, BENEFICIARY). Provide five more examples for 
each type of verb. 
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Exercise 2 

Discuss the argument structure of the verbs in the following sentences: 

1 Poirot promised Maigret the job last week. 
2 Emsworth is walking the dogs. 
3 That Poirot had left disappointed the crowd immensely. 
4 The huge pig frightened the spectators. 
5 I have received the books this morning. 

Exercise 3 

The following examples illustrate how arguments of predicates can be 
realized in different ways. Discuss the syntactic realization of the argu­
ments in the examples. 

1 a I prefer very much that the students should leave first. 
1 b I prefer very much for the students to leave first. 
1 c  I prefer the students out of the way. 
1 d I prefer the students to leave first. 

2a I want hot chocolate. 
2b I want my coffee to be piping hot. 
2c I want my coffee piping hot. 
2d I want the students out of my office. 

Exercise 4 

Sentences 1-1 0  below are all grammatical. On the basis of the exam­
ples establish the theta grid for the main verb of each sentence: 

1 Mary is eating an apple. 
2 John is washing the dishes. 
3 The baby is drinking a glass of whisky. 
4 John has never met Mary. 
5 The President is kissing his wife. 
6 The professor is writing a book on syntax. 
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7 The new secretary pleases all the students. 
8 This analysis le.ads us to an unexpected conclusion. 
9 Poirot smokes cigars. 

1 0  Louise is expecting a visitor. 

75 

It is not necessary to give the label for each role identified; the number 
of arguments is the most important property to establish. 

Now consider the following examples. They are also all grammatical. 
What problems do they raise for your treatment of the examples 1-10? 

1 1  The children are eating. 
12 Mary is washing. 
1 3 John drinks. 
1 4  These two students have never met. 
1 5  The professor and his wife were kissing. 
16 My father writes . 

1 7  The students are easy to please. 
18 This analysis led to quite unexpected conclusions. 
1 9  Poirot is smQking. 
20 Louise is expecting. 

Exercise 5 

From sentences 1 1-20 in exercise 4 we conclude that certain thematic 
roles can be implicit. In (a) below, for instance, eat has an understood 
object, which would correspond to the explicit object in (b): 

a The children are eating . 

b The children are eating lunch. 

This is not a general property of transitive verbs, though: 

c The children are devouring their food. 
d *The children are devouring . 

Consider the following paired examples. Again in variant (a) there 
seems to be one more argument present than in variant (b). Try to 
characterize the semantic relation between the two sentences. You are 
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not asked to give a very technical discussion. but simply to provide a 
description of the difference and/or similarity between the examples: 

1 a  Mary i s  cooking dinner. 
1 b Dinner is cooking. 
2a Maigret opened the door. 
2b The door opened. 
3a Poirot does not grow artichokes. 
3b The artichokes are not growing. 
4a Maigret has arrested the criminal. 
4b The criminal has been arrested. 
5a Mary is eating too much cake. 
5b Mary is overeating. 
6a Poirot was smelling the envelope. 
6b Your feet smell. 
7a Maigret is washing his shirts. 
7b These shirts wash well .  
8a They are already closing down the new cinema. 

ab The new cinema is already closing down. 
9a Poirot is reading the announcement. 
9b Poirot is reading. 

1 0a The guard marched the prisoners round the square. 
1 0b The prisoners marched round the square. 

Provide a classification of the examples above according to the vari­
ation in their thematic structure. 

Exercise 6 

It is generally accepted that morphological processes may affect 
thematic structure.27 Consider the following examples: 

1 a I understand his position. 
1 b His position is understandable. 
2a This shirt is too wide. 
2b He has widened the shirt. 
3a They arrest the criminal. 

WiIliams (1981) contains an important discussion about the interaction of mor­
phology and thematic structure. 



The Lexicon and Sentence Structure 

3b The criminal has been arrested. 
4a Their activities .are not regular. 
4b They are regularizing the activities. 
5a He read the book. 
5b He reread the book. 
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Discuss the impact, if any, of the affixation of -able, -en,-ed, -ize, and 
fEr on the thematic structure of the stems to which they attach. For 
each affix, provide five more examples of the affixation process and 
check whether your conclusion holds. 

Exercise 7 

The following text belongs to the register of instructional writing: it is 

a recipe. Consider tlie thematic structure of the verbs in the text and 

try to identify which syntactic properties characterize this register: 

Beat two eggs and .Ieave for three minutes. Add milk and mix 

thoroughly. Cover with grated chocolate. Bake in a moderate oven 
for 20 minutes. Serve immediately. 

The sentences below are other examples of the register of instructional 
writing. Do they pattern like those in the preceding text? 

1 Cross now. 
2 Shake well before using. 
3 Open here. 
4 Push. 

As you can see it is typical of the register of instructional writing that 
complements of verbs can be left implicit. Consider the interpretation 
of the implicit objects in the preceding examples. Discuss what ena­
bles people using this register to leave the objects of verbs implicit and 
how the reader can interpret these sentences correctly.28 

28 For discussion see Haegeman (1987) and Massam and Roberge (1989). Both 
articles will be accessible after reading chapter 8. 
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Exercise 8 

Discuss the assignment of thematic roles and the problems, if any, 
raised for the theta criterion by the following examples: 

1 John, I really don't like him. 
2 Which detective will Lord Emsworth invite? 
3 Which book do you think Poirot will read first? 
4 Which assistant do you think will reveal the secrets? 
5 The new assistant appears to have revealed the secrets. 
6 Which articles did Poirot file without reading? 
7 Italian 

Ho visto Maria. 
have (1sg, pres) seen Maria 
'I have seen Maria.' 

8 Spanish 

Lo vimos a Juan. 

him see (1 pl , pres) to Juan 

'We see Juan.' 

9 French 

Quel livre a-t-il achete? 
which book has-he bought 

10 Quel livre Poirot a-t-iI achete? 
which book Poirot has-he bought 
'Which book has Poirot bought?' 

Exercise 9 

Although it is not always possible to define the nature of the thematic 

ro les assigned by the verbs, the role of AGENT is one that is fairly well 
understood . In (1 ) below, for instance, the subject NP Poirot is as­
signed the AGENT role and in its passive variant (2) AGENT is as­

signed to an NP inside a pp introduced by by: 

1 Poirot bought the pigs. 
2 The pigs were bought by Poirot . 

There are certain adjuncts which seem to requ ire the presence of an 
AGENT in the sentence: 
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3 Poirot bought the pigs deliberately. 
4 Poirot bought the pigs to annoy his mother. 
S *Poirot liked England deliberately. 
6 *Poirot liked England in order to annoy his mother. 

79 

Adjuncts such as deliberately and in order to annoy his mother cannot 
modify predicates such as like. This is because these adjuncts imply 
intentionality, a notion which is not easily compatible with involuntary 
activities or states such as 'liking'. Consider the following examples: 
what conclusions can you draw with respect to the thematic structure 
of the predicates in the sentences?29 

1a The enemy sank the ship deliberately. 
1 b The ship was sunk by the enemy deliberately. 
1c The ship was sunk deliberately. 
1d The ship sank. 
1e *The ship sank deliberately. 

2a We sold the books to raise money. 
2b These books will be sold by' the schools to raise money. 
2c These books will be sold to raise money. 
2d These books sell well. 
2e *These books sell well to raise money. 

We discuss passive sentences in chapter 3 and especially in chapter 
6. 

Exercise 10 

In the text we suggest that there are only subject expletives and that 
there are no object expletives. Do you think that the examples in (1) 
.and (2) provide counterevidence for this claim? 

1 I consider it likely that Louisa will not leave. 
2 I thought it stupid that she should have gone out in the rain. 

U For discussion see Hale and Keyser (1986, 1987) and Roberts (1987). These texts 
presuppose the contents of chapter 6. 



80 Introduction to Government and Binding Theory 

Now consider the following Italian sentence. 

3a Ritengo probabile che Maria rimanga. 
I consider likely that Maria stay (subj) 

3b (*Cio) e strano che Maria sia venuta. 
it is strange that Maria be (subj) come 

'It is strange that Maria should have come.' 

If we assume that in (1) and in (2) it is the subject expletive of a small 
clause (ct. section 5.1) then we deduce that such expletive subjects 

are unavailable in Italian small clauses . We might then be tempted to 
conclude that the absence of an expletive subject in (3a) is another 
effect of the pro-drop parameter discussed in the Introduction (section 

4). Recall that Italian does not have expletive subjects in finite clauses 
(3b). On the basis of the following French example, discuss whether 

the unavailability of an expletive in (3a) should be made to follow 
directly from the pro-drop parameter: 

4a Je trouve bizarre qu'elle soit la. 
I find strange that she be there 
'I find it strange that she is there.' 

4b *Est strange qu'elle soit la. 
is strange that she be there 

We return to the structure of small clauses in chapter 2, section 3.5. 
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Introduction and Overview 

In chapter 1 we established that the lexical properties of words, the ultimate 
constituents of the sentence, determine to a large extent the composition and 
the structure of the sentence. In this chapter we shall be looking more closely 
at the structural properties of syntactic representations. 

We discuss a theory of phrase structure, X'-theory ('X-bar theory'), which 

aims at bringing out the common properties of the different types of syntactic 
constituents such as NP. VP, etc. The theory applies both to phrasal constituents 
and to clausal constituents. 

In section 1 we give an overview of the basic notions of phrase structure 
which we have been assuming so far. In section 2 we develop X'-theory on 
the basis of phrasal categories VP, NP, M, PP. In section 3 we extend the 
application of X'-theory to the clausal constituents S and S'. In section 4 we 
deal with the structural relation c-command and define the notion govern­
ment in terms of c-command. In section 5 we introduce the binary branching 
hypothesis and its relevance for acquisition. In section 6 we discuss the idea 
that syntactic features rather than lexical categories are the syntactic primitives. 

1 Syntactic Structure: Recapitulation 

Consider (la) with its tree diagram representation (lb): 

la Poirot will abandon the investigation. 

lb s 

/\-----
NP AUX 

v 

N 

I 

VP 

/\ 
NP 

/\ 
Det N 

I I 
Poirot will abandon the investigation 
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In (la) the presence of the NPs Poirot and the investigation is required by 
the argument structure of the predicate abandon: 

2 abandon: V 

1 2 

The presence of the subject NP is also required by the extended projection 
principle (chapter 1 (80)) which requires that sentences have subjects. 

The syntactic categories of phrasal constituents such as VP, NP, etc., are 
also lexically determined: the VP is a constituent whose head is a V or which 
is headed by a V, NP is headed by an N, a pp is headed by a P and an AP 
is headed by an A. The different types of phrases are illustrated by means 
of rewrite rules in (3), where the head of the phrase is italicized. For each 
phrasal category we provide a tentative phrase structure rule. The asterisk to 

the right of a constituent indicates that one or more such constituents are 
possible, parenthesized constituents are not always present. Obviously, the 
presence of a constituent may be required because of the argument structure 
of the head, as discussed in chapter 1. 

3a VP � V - (NP) - (PP"") 

abandon the investigation after lunch 
work in the garden 
leave his house 
return 

3b NP � (Det) - (AP"") - N - (Pp .. ) 
Poirot 
the investigation 
the Belgian detective 
the detective with the funny accent 

3c AP � (Adv) - A - (PP .. ) 
interested 
very interested 
conscious of the problem 
entirely aware of the circumstances 

3d PP � (Adv) - P - NP 
in France 
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immediately after the investigation 
on the Orient Express 
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When talking about tree diagrams it is useful to have a number of technical 
terms available to describe the relations between the elements in a tree. We 
shall briefly recapitulate the basic technical terminology which will be used 
throughout the book to describe structural relations. 

First we can think of the vertical relations between the elements in a tree. 
We use the tenn dominance to characterize such relations. 

4 Dominance 
Node A dominates node B if and only if A is higher up in the tree than 
B and if you can trace a line from A to B going only downwards. 

In (lb) S dominates the NP Poirot, Aux, the VP, and indeed an other 
material inside the sentence. VP dominates the NP the investigation, but it 
does not dominate the NP Poirot, since it is not possible to trace a line from 
VP to the NP Poirot going only downwards. 

It is sometimes useful to distinguish a more specific type of dominance. 
Consider the relationship between S and AUX, for example. S dominates 
AUX, and moreover, there is no intecyening node between S and AUX: this 
is called immediate dominance. S also dominates the NP the investigation but 
it does not inunediately dominate this NP. 

We can also look at the tree diagram from a horizontal perspective and 
describe the left:-right ordering of constituents in terms of precedence. 

5 Precedence 
Node A precedes node B if and only if A is to the left of B and neither 
A dominates B nor B dominates A. 

In (lb) AUX, for instance, precedes VP. VP does not precede Aux, since 
VP is to the right of AUX. Also, even though S is to the left to VP in our 
tree diagram, S does not precede VP because it dominates it. 

Again we can distinguish precedence from immediate precedence: if a node 
A Rt-c;cedes a node B and there is no intervening node, then A immediately 
precedes B. AUx immediately precedes VP, the NP Poirot precedes the VP, 
but does not immediately precede it.1 

It has been proposed that all relations in tree diagrams must be able to be described 
in terms of dominance and precedence. For some formal discussion, see Lasnik and 
Kupin (1977). Alternative proposals are found in Goodall (1987), Haegeman and van 
Riemsdijk (1986) and Zubizarreta (1985). These works are very advanced. Kayne 
(1993) proposes a restrictive theory of phrase structure. 
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In (lb) the NP node dominating Poirot is non-branching: there is only one 
line which starts at NP and goes downwards (in our example to N). The node 
S is branching, three lines originate from S and go downwards to NP, AUX 
and VP respectively. We return to a discussion of branching nodes in section 
5. 

Let us now focus on the structure of VP .  VP immediately dominates V and 
NP. If we compare the tree diagram representation of syntactic structure with 
genealogical trees, then it is as if both V and NP are children of the same 
parent. Linguists refer to this relationship as one of sisterhood: V and the 
object NP are sisters. Similarly, we can say that VP is the mother of the NP 
the investigation. 

The verb abandon has a dose connection with its object, wimess the fact 
that the object cannot be omitted. In languages with rich case systems the 
choice of verb may sometimes determine the morphological case of the fol­
lowing NP. In German, for instance, helfen ('help') takes a DATIVE com­
plement while sehen ('see') takes an ACCUSATIVE:2 

6a Ich heIfe dem Mann. 
I help the-DATIVE man 

6b Ich sehe den Mann. 
I see the-ACCUSATIVE man 

Using terminology from traditional grammar we shall say that the verb 
governs the object, and more generally that the head of a phrase governs the 
complement. The element which governs is called the governor; the element 
that is governed is called the governee. 

At this point we shall not try to give a very precise definition: government 
by a head is based on sisterhood.3 

7 Government (i) 
A governs B if 
(i) A is a governor; 

(ii) A and B are sisters. 
Governors are heads. 

In (Ib) abandon, the governor, is the head of the VP and the direct object, 
the governee, is its sister. V does not govern the subject NP Poirot: V is not 

We discuss the notion of case in chapter 3. 
Throughout the book we shall offer more and more refined definitions of govern­
ment. In addition to government by a head, as discussed here, we shall also intro­
duce government by a phrase in chapter 8. 
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a sister of the NP. If X is a head and it governs Y then X head-govems y.4 
All the constituents governed by a node constitute the goveI1ling domain of 
that node. In our example VP is the governing domain of V. 

In our discussion of external and internal arguments in chapter 1 (section 
7.2), the question might have been raised why arguments of a verb should be 
realized inside the VP. One possible answer is that the verb can only assign 
an internal theta role to NPs or clauses that it governs. Hence an NP attached 
somewhere outside the governing domain of the verb would not be able to 
receive an internal theta role from the V.s When a V governs an element and 
assigns an internal theta role to it we say that it theta-governs this element. 
In (1b) the V abandon theta-govems the object the investigation though not 
the subject Poirot. 

2 The Structure of Phrases 

In this section we examine the structure of the phrases, VP, NP, AP and PP. 
Our aim is to discover the common properties of these four phrase types. On 
the basis of our analysis we shall be able to replace the four phrase structure 
rules in (3) by one simplified and general rule. We start the discussion with 
the VP and then extend it to NP, AP and PP. 

2.1 The Verb Phrase 

2.1.1 LAYERED VPs 

So far we have discussed phrases in terms of two components: the head, a 
lexical category, and the projection, a phrasal category. Phrasal categories are 
headed by lexical categories. Schematically, VPs, for example, are constitu­
ents with the following structure: 

8a VP 

� 
V 

8b VP�V- ... 

4 We refine the notion government in section 4 below and in subsequent chapters. 
S The assigrunent of theta roles will turn out to be more complex than is suggested 

in this section. The reader is referred to chapter 6. 
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where ... stands for non-head material in the VP, obligatory or optional. 
Consider (9): 

9 Miss Marple will [vp read the letters in the garden shed this afternoon]. 

Along the lines of the representation in (3a) sentence (9) will be represented 
as in (10) : 

10 S � 
hAUX rh:� 

Miss will read the in the this 
Marple letters garden afternoon 

shed 

The structure of the VP in (10) is flat: there is no internal hierarchy be­
tween the constituents of V: all VP-internal constituents are treated as being 
on an equal footing. Such a flat structure might not be the best representation 
of the VP, however. Consider, for instance, the following examples, which 
are all intuitively felt to be related to (9): 

11a Miss Marple will read the letters in the garden shed this afternoon and 
Hercule Poirot will do so too. 

1 1  b Miss Marple will read the letters in the garden shed this afternoon and 
Hercule Poirot will do so tonight. 

1 1c Miss Marple will read the letters in the garden shed this afternoon and 
Hercule Poirot will do so in the garage tonight. 

In ( 1 1 ), do so in the second conjunct substitutes for some part of the first 
conjunct. In (l1a) do so substitutes for the entire VP read the letters in the 
garden shed this afternoon. In chapter 1 we have adopted the idea that sub­
stitution is structure-based: only constituents can be substituted for by an 
element. From this point of view, the representation in (10) is unproblematic: 
do so replaces the entire W, a constituent. 



Phrase Structure 89 

In (1tb) do so substitutes for only part of the VP: read the letters in the 
garden shed, and in (11c) it picks up an even smaller part of the VP: read the 
letters. H we maintain the hypothesis that substitution is structure-based, then 
it will be hard to reconcile the data in (1tb) and (1tc) with the representation 
in (10). On the basis of (10) substitutions affecting VP could be expected to 
affect either the top node VP, i.e. the entire VP (as in (11a», or each of the 
VP-internal constituents, that is to say V or NP or PP. But the structure does 
not represent the strings read the letters in the garden shed or read the letters 
as constituents. There is no node which exhaustively doininates read the letters, 
for example. In order to maintain our hypothesis that substitution affects 
constituents only we need to redesign the tree diagram in (10) and elaborate 
the structure of its VP: 

12 S � NP AUX VP 

Miss 
Marple 

will 

C2 

;\\ 
I N� T�l��" 

read the in this 
letters the 

garden 
shed 

afternoon 

The VP in (12) has more internal structure than that in (10): it is hierar­
chicaPy organized. The string read the letters is represented as a constituent, 
pro;�ionally la};elled Cl, and can serve as a unit to be substituted for by do 
so. The same holds for read the letters in the garden shed, labelled C2. Unlike 
(10), (12) is compatible with the substitution data in (11). 

We may wonder about the category of Cl and C2 in (12). Following our 
informal analysis above, we are tempted to say that, being headed by a V 
(read), they are projections of V, i.e. a type of VP. But on the other hand, 
they do not constitute the full VP or the maximal VP of the sentence. The 
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projections of V, Cl and C2 are themselves dominated by verbal projections. 

Cl is dominated by VP and Cl is dominated by Cl and by VP. Projections 
of V that are dominated by more comprehensive projections of V are called 
intermediate projections of V. The highest projection of V, the node labelled 
VP in our diagram, is the maximal projection. The maximal projection is not 
normally dominated by a projection of the same category.' The intermediate 
projections of V, are labelled V-bar, or V'. 

13 S 

� 
NP AUX VP 

Miss will 
Marple 

V' 

K\ 
V NP pp NP 

I ��� 
read the in the this 

letters garden afternoon 
shed 

In (13) VP has a layered structure. There are different levels of projection. 
The direct object NP, the letters, is a complement of the verb, it is theta­
governed by the verb. This NP combines with the head to form the lowest 
V', the first projection in (13). In the case of do so substitution we see that 
the minimal unit affected by substitution is the first projection of the type V'. 
Do so cannot simply replace V without the direct object: 

, We return to the notion of maximal projection in chapters 7, 9, 10, and 11. 
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14 ""Miss Marple will read the letters in the garden shed this afternoon and 
Hercule Poirot will do so the diaries in the garage after dinner. 

In ( 13 )  the verb projections that dominate the lowest V' are also labelled 
V'. The pp in the garden shed and the NP this afternoon are adjuncts; they 
combine with a V' to form another V'. Adjuncts are optional constituents and 
they can be repeated: the level V' is recursive. The node labelled VP in (13)  
is  in fact another V': it dominates V' and an adjunct. (13) suggests that the 
maximal projection of V is thus the highest V' which is not dominated by 
another V-projection. This, however, turns out to be inadequate. Consider 
(15): 

15a The detectives have all read the letters in the garden shed after lunch. 
15b All the detectives have read the letters in the garden shed after lunch. 
15c They have? 
15d "They have all? 
15e The policemen have all done so too. 

In ( 15a) the VP is similar to that of our earlier examples, but it is preceded 
by the quantifier all. All relates to the subject NP the detectives: (15a) is closely 
related to (15b). (15c) is an example where the VP of the sentence is deleted. 
Interestingly, VP-deletion affects all, and all cannot be stranded, witness 
the ungranunaticality of ( 15d).  We conclude that all is part of the VP. On 
the other hand, in ( 1Se) do so substitutes for the string read the letters in the 
garden shed this afternoon, a V'. This means that all must be structurally 
independent from this V'. All, the quantifier, is not an adjunct of time or 
place like the post-verbal PPs. It is not recursive, there can only- be one 
quantifier to the left of V. In order to distinguish VP-adjuncts, which combine 
with V' to form V', from the quantifier which combines with the highest V' 
to form the full VP, we identify the position occupied by the quantifier all as 
the specifier position. The specifier dominated by VP is represented as [Spec, 
VPj.1 [Spec, VP] combines with V' to form the highest V-projection, VP. 

The analysis of all as occupying the VP specifier position is based on work by 
Sportiche (1988a). Sportiche's account introduces further modifications of phrase 
structure which we shall discuss in chapter 6 (section 5). 
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16 VP 

/1 
Spec V' 

� 
V NP pp NP 

� � � 
all read the 

letters 
in the 
garden 
shed 

this 
afternoon 

Schematically, English VPs are formed according to the following format: 

17a VP 

/1 
Spec V' 

�. 
V 

17b VP � Spec - V' 
V' �V'- . 
V'�V- . . 

A complement combines with V to form a V'. An adjunct combines with 
a V' to form a higher V'. A V-projection may hence contain several V'-nodes. 
The specifier combines with V' to form VP. VP is the maximal projection of 
V. 
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Let us consider some further examples of VP structures. We must point out 
that often there may be no overt specifier in the VP of a given sentence, as 
seen in our earlier examples, or the VP may contain no adjuncts or no com­
plements. We shall assume that the three levels, V, V' and VP are available 
for any VP in English, even if there is no overt material to attach to the 
different levels; the structure in (17) applies to every VP.8 

Let us first return to example (9), which lacks the pre-verbal specifier. The 
representation (13) will be revised as in (18): there is no pre-verbal specifier; 
VP is non-branching.9 

18 S 

� 
NP AUX VP 

Miss 
Marple 

I 
V' 

V' 

k\ 
V NP pp NP 

I ��L 
will read the in the 

letters garden 
shed 

this 
afternoon 

In (19a), there is again no specifier and also there is no direct object NP, 
sleep being intransitive. The lowest ·V' is non-branching. After lunch is an 
adjuri%i, which c-ombines with the lowest V' to form another V'. VP is also r 
non-branching. The representation of (19a) will be as in (19b): 

8 For some discussion of this problem the reader is referred to Chomsky (1986b: 
2-4). 
Another option would be to say that (Spec, VP] dominates a node which is non­
overt. This option will follow from our discussion of VP in chapter 6, section 5. 
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19a Miss Marple will sleep after lunch. 

19b S 

� 
NP AUX VP 

I 
V' 

� 
V pp 

I� 
Miss Marple will sleep after lunch 

(20a) lacks a specifier and VP-adjuncts, we represent its structure in (20b): 

20a Poirot will clean his motorbike. 

20b S 

� 
NP AUX VP 

I 
V' 

J\ 
V NP, 

I� 
Poirot will clean his motorbike 

Finally, it is also possible that a VP simply dominates a verb and that there 
are no specifiers, adjuncts or complements. This is illustrated in (21a) with 
the representation in (21b): 
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21a Miss Marple will return. 

21b S 

� 
NP AUX VP 

I 
V' 

I 
V 

I 
Miss will return 
Marple 
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In chapter 6 we return to the internal structure of VP and we suggest an 
important modification. 

2.1 .2 PARAMETRIC VARIATION AND WORD-ORDER 

The projection schema for VPs developed so far is based solely on English 
examples; it is too rigid to apply universally. We have already seen that the 
word-order in Japanese differs considerably from that in English, for in­
stance. Consider the following examples: 

22a John-ga 
NOMINATIVE 

Mary-o 
ACCUSATIVE 

particle particle 

but-ta. 
past 

John Mary hit 
'John hit Mary.' 

22b John-ga Mary-ni hon-o yat-ta. 
NOM DATIVE ACC past 

John Mary book give 
'John gave Mary a book.' 

22c John-ga Mary to kuruma de Kobe-ni it-ta 
John Mary with car by Kobe to go-past 
'John went to Kobe by car with Mary.' 
(from Kuno, 1973: 3, 5) 
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Japanese is an SOY language: the verb follows the complement and the· 
adjuncts (Kuno, 1973: 3). Clearly, if (17) is part of UG we need to account 
for the ordering variation between SVO languages like English. and SOY 
languages like Japanese. As it stands, (17) only generates verb-complement 
orders. 

As already suggested in the Introduction to this book, one way of account­
ing for the different surface word-orders is to relax ( 17) and adopt the 
schema in (23). The format for phrase structure in (23) leaves the relative 
order of V and its complements open. The rewrite rule V' --7 V; XP for in­
stance, can then be instantiated as either V' --7 V - XP or as V' --7 XP - V. 
The semicolon separating the constituents serves to indicate that their linear 
order is not fixed. 

23a VP 

.. � 
� 
. V 

23b VP � Spec; V' 
V' �V';XP 
V' �V;XP 

In (23a) the ellipses dominated by VP stand for the potential specifier, those 
dominated by V' for adjuncts or for complements. In (23b) Spec stands for 
the specifier, XP stands for adjuncts or complements. Under this view UG 
determines hierarchical relations between constituents. Phrase structure rules 
do not determine linear ordering: V' --7 V; XP can result in both XP - V and 
V - XP orders. The word-order differences between say English and Japanese 
remain then to be accounted for. One option is to say that in fact the word­
order variation is an instance of parametric variation, it is determined by 
the fixing of a parameter of UG. This means that UG makes both the orders 
OV and VO available and the child has to set the word-order parameter for 
his language. 

Recall that we pointed out in the Introduction, section 4, that we need not 
postulate one parameter to account for every observed difference between 
languages. For instance, the fact that the subject NP can appear post-verbally 
in Italian is said to follow from the pro-drop parameter. It could be proposed 
that the parameter 'P' which determines the word-order variation between 
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SOY languages and SVO languages, is not directly associated with linear 
order of constituents as such but relates to another component of the gram­
mar. Word-order variation would then be one of the properties determined 
by the relevant parameter P. One might, for instance, argue that in SVO 
languages verbs assign their theta roles to the right, and that in SOY languages 
verbs assign their theta roles to the left. Under this assumption the OV order 
in English would be ungrammatical not because of a word-order parameter 
as such, but rather because the verb would not be able to theta-mark the 
complement to its left, hence this would result in a violation of the theta 
criterion: on the one hand, the verb would not be able to assign all its theta 
roles, and on the other hand, the object which precedes the verb would not 
receive a theta role. 

Recently a more radical alternative has been proposed (Kayne, 1993; Zwart, 
1993). Kayne (1993) proposes that the phrase structure rules of UG only 
determine the ordering V--complement (and also specifier-verb), i.e. he pro­
poses that UG does contain (17) above rather than (23). In this proposal 
divergent orders, where 0 precedes V, would then be derived by a leftward 
movement of the object across the verb. Under this view the relevant parameter 
distinguishing VO languages from OV languages is related to the application 
of the leftward movement rule. In the remainder of the book we will stick to 
the more conservative position which !lssumes that UG only specifies hier­
archical relations between V and its complements and that the linear ordering 
derives from a parametric setting. However, Kayne's proposal that phrase 
structure rules are rigidly of the format given in (17) is giving rise to important 
research into the nature of SOY languages (Zwart 1993). 

2.1.3 EXTENDING THE PROPOSAL 

One question that immediately comes to mind is whether the hierarchical 
structure of VP proposed in section 2.1 can be extended to the other phrasal 
categories. If this were possible, we might be able to replace the four phrase 
structure rules in (3) by a single schema. Clearly, for reasons of economy, a 
theory which has one generalized schema for phrasal categories of various 
types is to be preferred to one in which distinct phrases are constructed on 
the basis of different schemata. If we are able to develop one general format, 
this will mean fhat we have brought out the common properties between 
the phrases, a generalization which is lost if we adopt four unrelated phrase 
structure rules. 

In the following sections we turn to the other lexical categories. In section 
2.2 we discuss noun phrases, in section 2.3 adjective phrases and in section 
2.4 prepositional phrases. We shall see that the projection schema developed 
for VP can be applied to all the categories examined. 
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2.2 Noun Phrases 

Consider (24a): 

24a the investigation of the corpse after lunch 

Tentatively we might draw a flat structure for (24a) along the lines suggested 
by phrase structure rule (3b): 

24b NP 

� 
Oet N pp pp 

I I �� 
the investigation of the corpse after lunch 

But (24b) is observationally inadequate since it fails to throw light on the 
one-substitution data in (25). 

25 The investigation of the corpse after lunch was less horrible than the one 
after dinner. 

In (25) one substitutes for the string investigation of the corpse but this string 
is not a constituent in the representation (24b): it is not exhaustively domi­
nated by one node. A closer look at the data argues for a layered structure 
of NP by analogy with that of VP. On the one hand, one in (25) substitutes 
for the string investigation of the corpse, strongly suggesting that this string 
should be exhaustively dominated by one node in the syntactic representa­
tion. On the other hand, we can compare the NP (24a) with the VP of (26): 

26 The police will [vp investigate the corpse after lunch]. 

It is attractive to argue that the relationship between the N investigation and 
the pp of the corpse in (24a) is like that between the verb investigate and its 
object NP the corpse in (26). Both the V investigate and the N investigation 
have a thematic relation with the NP the corpse. We return to the role of of 
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in chapter 3. If the relation between the V investigate and its complement 
NP the corpse is intuitively felt to be like that between the N investigation 
and the NP the corpse, then we would miss a generalization if we were to 
treat the NP structure as unrelated to the VP structure. One way of integrat­
ing NPs in the format established so far is to propose the following structure 
for the NP (24a):10 

27 

Spec 

I 
the 

NP 

investigation of the corpse after lunch 

The lowest N' projection dominates N, the head of the phrase and its com­
plement.ll An adjunct combines with N' to form another N'. Adjuncts are 
typically PPs as in (24a) or relative clauses, as in (28) below.u The specifier 
of NP, a determiner, combines with the topmost N' to form the maximal 
projection, NP. 

10 In recent work it has been proposed that the head of NP is not N but rather the 
determiner. NP is reinterpreted as DP. This analysis has come to be known as 
the DP-hypothesis. The reader is referred to Abney (1987) and to chapter 11 for 
motivation. Abney's work should only be tackled after this book has been worked 
through. 
As mentioned before, the reason why complements of N must be realized as pp 
will be discussed in chapter 3. 

11 We address the structure of relative clauses in chapters 7 and 8. 
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28a a book [that I wrote) 

28b NP 

!l 
Spec N' 

f\ 
N Relative clause 

16 
a book that I wrote 

Like VPs, NPs may lack overt specifiers, complements or adjuncts, but we 
still generate the three levels of projection. In (29a), for instance, there is 
neither a complement nor an adjunct. In the syntactic representation (29b) N' 
is non-branching. 

29a this book 

29b NP 

11 
Spec N' 

I 
N 

I 
this book 
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In English, the head noun precedes its complement and adjuncts, but again 
this is not a universal property.13 To give but one example: in Japanese, relative 
clauses precede the head N: 

30a English: 
a book [that I wrote] 

30b Japanese: 
[watakusi ga kaita] hon 

I wrote book 
(Kuno, 1973: 234) 

Demonstrative pronouns, i.e. specifiers, also precede the head N in 
Japanese: 

31 kono hon 
this book 
(Kuno, 1973: 235) 

In order to allow for cross-linguistic variation in word-order we could 
adopt a very general phrase structure schema along the lines of (23b) for VP, 
which does not impose a linear order on the constituents of the phrase: 

32 NP ---7 Spec; N' 
N' ---7 N'; XP 

N' ---7 N; XP 

For each of the phrase structure rules the order is fixed accQrding to the 
language in question (cf. section 1.2.1). 

Indeed in English too the complement NP may appear before the head noun: 

(j.). the pain1jng of Saskia 
(ii) Saskia's.rpainting 

We can compare the relation between (i) .and (ii) to that between an active sen­
tence (iii) and its passive parallel (iv): 

(iii) Rembrandt painted Saskia. 
(iv) Saskia was painted by Rembrandt. 

We discuss passivization in chapters 3 and 6. 
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2.3 Adjective Phrases 

Looking at APs it seems entirely reasonable to extend the layered analysis of 
VP and NP above and to distinguish different levels of projection: 

33a Jeeves is lAP rather envious of Poirot]. 

33b AP 

1\ 
Spec A' 

� 
A pp 

I� 
rather envious of Poirot 

Like the verb envy, the adjective envious is a two-place predicate. In (33a) 
the subject NP Jeeves realizes one argument, the pp of Poirot contains the 
second argument. We discuss the role of the preposition of in chapter 3. The 
projection A' dominates the lexical head envious and its complement. 

As was the" case for VP, the order of the AP constituents varies cross­
linguistically: adjectives may precede their complements as in English, or they 
may follow them, as in Ge!Dl3.n:14 

34a Er ist des Franzosischen 
he is the French (GEN) 
'He has a command of French.' 

34b Er ist seinen Grundsatzen 
he is his principles (DAT) 
'He is faithful to his principles.' 

machtig. 
able 

treu. 
faithful 

For a discussion of the GENITIVE the reader is referred to chapter 3, specifically 
section 3.2.1.2. 

For word-order variation in the AP see also section 2.1.2 above. 
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2.4 Prepositional Phrases 

PPs too can be assimilated to the schema proposed so far. Prepositions usu­
ally require an NP complement: 

35a across lNP the bridge] 
with lNP a knife] 

35b right across b the bridge] 

Using the pattern adopted for VP, NP and AP as a model, we can propose 
the following structure: 

36 pp 

/\ 
Spec p' 

� 
P NP 

(right) 
I� 

across 
with 

the bridge 
a knife 

Again the ordering of P and the complement is not universally fixed. In 
Japanese, elements corresponding to English prepositions follow their com­
plements and are referred to as postpositions (see (22c); d. section 2.1.2). Let 
us use the label P to indicate both pre- and postpositions. 

2.5 X-bar Theory 

From the discussion above it appears that for all lexical categories (N, V, P, 
A) the(' format ot phrasal projection can be represented by means of the 
layered representation. (37) summarizes the discussion: 
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37a VP 

� 
. V' 

� 
V 

37c AP 

� .. A' . 

� 
A 

37b 

37d 

pp 

� . P' . 

� 
P 

NP 

� 
N' 

� 
N 

This means that we no longer need four different phrase structure rules, as 
suggested in (3). Abstracting away from the category of the head we arrive 
at the following schema: 

38a XP 

� 
. X' . 

� 
X 

where X stands for N; V, A or P. Our grammar need not contain four 
schemata, but only one. The general format for phrase structure is summar­
ized in the following PS-rules: 

39a XP ---7 Spec; X' 
39b X'*---7 X'; yp 
39c X' ---7 X; yP 

The part of the grammar regulating the structure of phrases has come to 
be known as X'-theory ('X-bar theory')Y X-bar theory brings out what is 

The theory has developed as a result of proposals by Chomsky (1970). 
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common in the structure of phrases. According to X-bar theory, all _phrases 
are headed by one head. In the terminology of traditional linguistics we say 
that all phrases are endocentric. The head of the projection is a zero pro­
jection (XO). Heads are terminal nodes: they dominate words. X' theory 
distinguishes two further levels of projection. Complements combine with X 
to form X'-projections (39cl; adjuncts combine with X' to form X' projec­
tions (39b). The specifier combines with the topmost X' to form the maximal 
projection XP (39a).16 

While it is assumed that the layered projection schema in (39) is universal, 
we have already seen that the linear order of constituents with respect to the 
head of the projection is not universally fixed. One proposal has been that 
some other principle of the grammar accounts for the various constituent 
orders.17 The specific phrase structure of one language, say English, can be 
derived from the interaction between the general schema in (39) and the, as 
yet to be specified, principle which fixes the relative order of head, comple­
ments, adjuncts and specifiers./Language-specific phrase structure rules need 
not be stated separately since they follow from other, more general, principles. 

For English, for instance, phrases will have the structure in (38b): 

38b XP 

� 
Spec X' 

r------
X yp 

As mentioned in section 2.1.2, it is also conceivable that UG fixes the base 
order as in (38b) and that divergent orders are generated by additional move­
ment. Complement-head patterns would then be the result of moving yP to 
the left across the head. 

16 For an early discussion of the theory and its application to English, cf. Jackendoff 
(1977). Many of Jackendoff's proposals have been subject to major revisions. For 
a survey of the origins and development of X' -theory the reader is referred to 
Borsley (1991) and Stuurman (1985). Further important modifications are to be 
found in Grimshaw (1991), which we discuss in chapter 11. Kayne (1933) argues 
that the properties of X' -theory can be derived from more elementary notions of 
the geometry of tree diagrams. Most of these authors should only be tackled after 
the reader has worked his way through this book. 

17 It is often proposed that there is a correlation between the ordering of the head 
and its complement and adjuncts in VP, PP, M, etc. For instance, it is often 
proposed that languages which have OV order also have postpositions and-adjec­
tives that follow their complements. This is by no means a universal property. See 
Greenberg (1963, 1978) for some discussion. 
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We see that the head of the projection X is related to two maximal pro­
jections: its specifier and its complement (YP in (38b) ) .  The relations between 
X and its complement on the one hand, and its specifier on the other hand, 
can all be defined within the maximal projection XP. We say that these 
relations are local. We will see throughout this book that locality plays an 
important role in the theory, 

We have also seen that there are differences between the internal structures 
of the phrases. For instance, V and P take NP complements, while N and A 
do not take NP complements. Such differences will be explained by independ­
ent mechanisms of the grammar. In chapter 3, for instance, we shall see that 
case theory explains that nouns and adjectives cannot take NP complements. 

As the reader will observe, the result of our discussion is that the construc­
tion-speci6.c phrase structure rules in (3) are broken down into several separ­
ate general principles which capture what is common between the different 
phrases. If we can treat phrase structure universally in terms of the gel!eral 
projection schema (39), then we may further assume that the child learning 
a language need not construct this schema as part of its grammar. The 
principles of X' theory will be part of UG, they are innate.18 The ordering 
constraints found in natural languages vary cross-linguistically and they 
thus have to be learnt by the child through exposure. Very little data will 
suffice to allow the child to fix the ordering constraints of the language he 
is learning. A child learning English will only need to be exposed to a 
couple of transitive sentences to realize that in English verbs precede their 
complements. 

3 The Structure of Sentences 

3.1 Intnod�on 

So far we have achieved quite an interesting general approach to phrase 
structure: we have developed the hypothesis that all the phrasal categories are 

18 There is a lot of discussion as to whether (39) is indeed universal. It is sometimes 
argued that certain languages are not subject to the hierarchical organization in 
(39). Languages which are not subject to the hierarchical organization are called 
non-configurational languages. H we adopt che view that certain languages are not 
hierarchically organized but are basically 'flat', then we must give up the idea that 
(39) is universal and we must introduce some parameter to distinguish configur­
ational languages subject to (39) from non-configurational languages. 

One example of a language which has been claimed to be non-configurational 
is Hungarian (see Kiss, 1981) and another is Warlpiri (see Hale, 1983). Maracz 
and Muysken (1989) contains a series of recent papers on the configurationality 
issue in various languages. 
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structured according to the X'-schema (39). Nothing has been said about the 
larger unit of syntactic analysis, the sentence. 

We start our discussion on the basis of the bracketed clause in (40): 

40 They will wonder [whether Poirot will abandon the investigation]. 

In (40) the bracketed string is a constituent composed of sentence (1 )  of this 
chapter preceded by the complementizer whether. Assuming that the string 
Poirot will abandon the investigation is a syntactic unit, a sentence, the 
bracketing in (40) can be refined to set this sentence off from the comple­
mentizer. In earlier versions of generative syntax, the simple sentence Poirot 
will abandon the investigation was labelled S and this S together with the 
complementizer was labelled S' .19 Omitting details of the internal structure of 
VP (hence the triangle), (41a) has the representation in (41b): 

41a They will wonder ls, whether [s Poirot will abandon the investigation]] . 

4t b S'  

� 
COMP S 

/1\ 
NP AUX VP 

� I �  
whether Poirot will abandon the investigation 

As it stands, this representation is not an instantiation of the X'-schema (39). 
If 5', as the name suggests, is a projection of S, then this is an odd projection. 
In the X'-schema, phrasal projections project from their heads, units of the 
type<N, V, etc., Heads arl! typically terminal nodes. In (41 )  the labelling 
suggests that s'''is a projection of S, a non-terminal node. A similar problem 
arises with respect to the structure of S. S does not look like a projection of 
a head either. S has three immediate constituents: two are phrasal themselves 
(NP and VP) and one is an auxiliary. 

One possibility would be to say that S' and S are not endocentric categories 

I' The PS rule S' � COMP - S is due to Bresnan (1970). 
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but exocentric ones: they are not projections of heads but are composed of 
several units next to each other. This would mean that our grammar will 
have to include the projection schema (39) and in addition one or more 
schemata to account for the structure of 5 and 5'. 5uch a move implies that 
there is little or nothing in common betWeen the structure of the phrasal 
constituents such as NP, VP, etc., and that of clausal constituenis. This will 
also entail that the child learning the language will have to differentiate the 
two types of structures and apply each to the relevant categories. It would, 
of course, be more attractive if the structure of clauses could be assimilated 
to the schema in (39), thus generalizing the X'-schema to all types of con­
structions. lf this were possible, X' -theory would apply both to phrases and 
to clauses and the child would operate with one schema rather than several. 

A closer look at the structure of clauses will allow us to extend the schema 
in (39) to sentence structure. In section 3.2 we discuss the structure of 5. We 
shall see that it is reasonable to argue that 5 is headed by the constituent 
indicated by AUX and relabelled I for INFL and that it is organized along the 
lines in (39). In section 3.3 we turn to S' for which we shall argue that it is 
headed by the complementizer, C, and again follows the schema in (39) . 

3.2 S as a Projection of INFL 

3.2.1 AUX AND TEN5E 

In (41b) 5 has three immediate constituents: the subject NP (Poirot), the VP 
(abandon the investigation) and AUX (will). Looking at the X'-format in (39) 
we can ask ourselves first which of these three could in principle qualify as 
a head. One possibility presents itself: AUX is a terminal node. This obser­
vation might tempt us to adopt the hypothesis that AUX is the head of 5.20 
The analysis will extend automatically to sentences containing other modal 
auxiliaries such as can, may, must, shall and to sentences containing the 
auxiliaries have and be. 

One problem for this proposal arises immediately: if AUX is the head of 
5, then what do we do with sentences without overt auxiliary such as (42)? 

20 Jackendoff (1977) proposed that S is a projection of V. This proposal was re­
placed by the proposal developed in this text that the head of S is I. More recently 
Jackendoff's analysis has been reinterpreted: Grimshaw ( 1991) proposes that S is 
indeed a projection of I, but that it is an extended projection of V. To put it 
differently, she proposes that clauses are projections of V extended with the ap­
propriate functional projections. We return to the notion of extended projection 
in chapter 11.  
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42 Poirot abandoned the investigation. 

At first glance we might adopt the following syntactic representation: 

43 S 

A 
NP VP 

� �  
Poirot abandoned the investigation 

In (43 ) it would not be at all clear which terminal node is the head of S. 
It turns out that there are empirical arguments against the representation 
(43 ). Consider the examples in (44) :  

. 

44a Abandon the investigation, Poirot did indeed. 
44b What Poirot did was abandon the investigation. 

In (44a ) the verb abandon and its direct object NP the investigation have been 
preposed and the past tense morpheme· (here -ed) is left behind on an aux­
iliary (did). If we assume that only constituents can move, we must conclude 
that abandon the. investigation is a constituent whic� is relatively independent 
from the past tense morpheme. Such an interpretation of the structure of the 
sentence is difficult to reconcile with (43) where tense is an integral part of 
the VP. The pseudo-cleft construction in (44b) illustrates the same phenom­
enon: abandon the investigation is separated off from its past tense mor­
pheme. 

These data suggest strongly that at a more abstract level of representation 
the inflectional element tense cannot be part �f the VP, but must be generated 
separately from it. In (41) the tense specification of the sentence is separate 
from VP and it is associated with the AUX node (will is the present tense of 
the auxiliary, would is the past tense). AUX in (41b) is the site on which 
tense is realized:"' 

Let us capitalize on this observation and posit that in all sentences, with 
or without overt auxiliaries, the tense morpheme is dominated by a separate 
terminal node from now on label lNFL, for inHection. We return to the label 
in the section below. In sentences with an auxiliary which is inflected for 
tense (such as (41» the tensed auxiliary is dominated by INFL. INFL replaces 
AUX. In sentences without overt auxiliary we propose that tense is an 
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independent category dominated by INFL. Under this analysis, the relevant 
part of (41a) will have the structure (45a) and (42) will have the structure 
(45b): 

45a S' 

� 
COMP S 

� 
NP INFL VP �[preient] � 

whether Poirot will abandon the investigation 

45b S 

� 
VP 

� 
Poirot -ed abandon the investigation 

In (45b) INFL is specified for past tense and dominates the -ed mor­
pheme.II VP is a constituent separate from the past tense. Hence we expect 
that VP may move independently of the tense ending. Being an affix, the past 
tense ending cannot be left unattached, it must be attached to the verb. We 
shall assume that in (45b) the past tense morphology is lowered on to the 
verb. We return to this issue in chapter 11 .  

3.2.2 AGREEMENT 

We have proposed that there is a separate node INFL. As the label suggests, 
INFL is a node which is taken to contain all verbal inflection, i.e. including 
person and number properties. 

Observe that the past tense morpheme is -ed for regulae verbs only and that ir­
regular verbs form their past tenses differently (compare walk-walked, vs. eat-ate, 
or think-thought). The morpheme -ed is one realization of the abstract INFL with 
the feature [+pastj. For irregular verbs the combination of this abstract INFL with 
the relevant verb gives rise to irregular forms. 
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In English the inflectional propenies of verb conjugation are minimal, but 
other languages have richer paradigms of conjugation. Person and number 
agreement, which is present in other languages, often does not have any 
morphological realization in English. Compare the following data from Eng­
lish, French and Italian. For each language we give the conjugation for present 
and past tense and at the bottom of each column we indicate the total 
number of distinct forms: 

46a English 
Present tense Past tense 
I speak I spoke 
you speak You spoke 
he speaks he spoke 
we speak we spoke 
you speak you spoke 
they speak they spoke 

2 forms 1 form 

46b French 
Present tense Past tense 
je parle je parlais 
tu paries tu parlais 
il parle il parlait 
nOllS parlons nOllS parlions 
vous parlez· vous parliez 
ils parlent ils parlaient 

5 forms 5 form� 

46c Italian 
Present tense Past tense 
io parlo io parlavo 
tu parli tu parlavi 
lui parla lui parlava 
l10i parlia�o noi parlavamo 
voi parlate voi parlavate 
loro parlano loro parlavano 

6 forms 6 forms 

22 In French there are five forms if we take orthography into account. However, for 
many verbs (such as par/er in (46b) ), first person singular, second person singular 
and third person verb forms sound the same in many contexts. 
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The overt agreement properties of English verbs are heavily reduced: regu­
lar verbs have in fact only two distinct forms for the present and one form 
only for the past tense. The verb be shows some more overt inflection: 

47 Present tense Past tense 
l am I was 
you are you were 
he is he was 
we are we were 
you are you were 
they are they were 

3 forms 2 forms 

Though the overt realization of agreement for person and number is re­
stricted in English, we assume that there is abstract agreement, AGR, which 
is often not morphologically realized. The difference between English and 
French or Italian is not taken to be that English lacks AGR, but rather that 
the abstract AGR has fewer morphological realizations. It is sometimes said 
that Italian and French AGR are richer than English AGR. Recall from the 
Introduction that rich inflectional systems are characteristic of pro-drop 
languages, i.e. languages like Italian and Spanish in which subject pronouns 
can be omitted. We return to this issue in chapter 8. We propose that INFL 
dominates the tense feature and the agreement features (AGR) associated 
with V.2J 

48 S 

� 
NP INFL VP 

a Poirot 

b Poirot 

I [:���] I 
will 
-ed 

abandon the investigation 
abandon the investigation 

23 Pollock (1989) proposes that INFi.. should be split up into two components, Tense 
and AGR, which each head one projection. The reader is referred to chapter 1 1  
for discussion. 
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3.2.3 INFINITIV AL CLAUSES 

In the previous sections we have examined finite or tensed clauses. Let us 
now turn to infintival clauses. 

Tensed clauses are specified as having an INFL containing the features 
[+Tense] and [+AGR]. Infinitives typically lack tense marking and agreement. 
They are [-Tense] and [-AGR]. We can represent the subordinate clause in 
(49a) by the structure in (49b) .24 We assume that to in infinitives corresponds 
to the verb inflection. 

49a I did not expect [Poirot to abandon the investigation] . 

49b S 

� 
NP INFL VP 

L [=�r;] � 
Poirot to abandon the investigation 

If we analyse the content of INFL in terms of the features (±AGRJ and [±TenseJ 
there ought to be four combinations: 

[+AGR) 
[+TenseJ 

[+AGR] 
[-Tense] 

[-AGR] 
[+Tense] 

(-AGR] 
[-Tense] 

So far, we have illustrated only the combination [+AGR, +Tense] in finite clauses 
and [-AGR, -Tense] in infinitivals. Rap6so (1987) discusses agreeing infinitivals 
in Portuguese, a case of (+AGR, -Tense]. Stowell (1982) argues that certain in­
finitives in English are [-AGR, +Tense]. We refer the reader to the literature for 
discussion. 
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3.2.4 THE STRUCTURE OF IP 

We have based the distinction between finite and infinitival clauses on the 
content of the node INFL, the features [±Tense] and [±AGR]. In other words, 
the type of clause is determined by the type of INFL. We propose that INFL, 
a category of the zero level (d. section 2.5), is the head of S. If we assume 
that S is headed by INFL it follows that S, like other phrasal categories such 
as VP, is endocentric: it is a projection of I, JP. 

The next question to ask is whether we can fully assimilate JP to the X'­
schema in (39). The category INFL dominates material such as verbal inflec­
tion, infinitival to, aspectual auxiliaries and modals. Tense endings will end 
up on V; auxiliaries and infinitival to are followed by a verb. Since V heads 
VP, it seems reasonable to argue that I takes a VP as its complement to 
constitute the I' projection. 

In (39) the specifier of the phrase combines with the topmost X' to form 
XP. In the case of sentences we propose that the subject of the sentence 
occupies the specifier position, it combines with the I' projection to form JP. 
(SOa) illustrates this idea by means of a tree diagram representation for the 
sentences discussed above. (SOb) provides a set of phrase structure rules. 
Again the ordering of the constituents varies cross-linguistically and need not 
be stated in the phrase structure rules. 

SOa IP 

/1 
NP l' 

r--.. 
I VP 

I 
V' 

� 
V NP 

I � 
Poirot will abandon the investigation 

-ed 
to 

SOb JP � Spec; l' 
I' � I; VP 
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In many approaches to syntax grammatical functions such as subject and object 
play an important role: they are primitives, i.e. unanalysed and elementary 
concepts of the theory, and the syntactic relations are defined in terms of 
grammatical functions. In the approach to syntax developed here, grammati­
cal functions are not primitive concepts of the theory; they are derivative 
concepts, defined in configurational terms. The subject is defined as the specifier 
of lP, [Spec, IP], for instance. The grammatical function subject is defined 
in terms of phrase structure relations, the more elementary concepts of the 
theory. 

In the theory of syntax developed here we distinguish two types of posi­
tions: A-positions and A'-posirions ('A-bar positions'). A-positions are po­
tential theta positions, positions to which a theta role can be assigned, i.e. 
positions such as [Spec, IP], and the NP dominated by V'; [NP, V1. Observe 
that A-positions are not necessarily assigned a theta role: the subject position 
may be occupied by an expletive element. Still it counts as an A-position. In 
more traditional terms we might say that A-positions correspond to the 
positions which are associated with grammatical functions. A'-positions are 
often defined negatively: A'-positions are positions which are not A-positions. 
[Spec, CP] for instance, is standardly con�idered as an A' -position. Adjuncts 
are also taken to occupy A: -positions. In chapter 6 we will see that the defi­
nition of A-positions as proposed he--:e raises problems. We return to the 
definition of A-positions and A'-positions in chapter 12. 

There is a distinction to be drawn between phrasal projections of lexical 
categories and a projection of I. N, V and the other lexical heads we have 
encountered, belong to what are called open classes. Open classes do not only 
i,lave a large number of members, but new members may be freely added.2S 

Closed classes are groups of a restricted number of elements to which new 
elements cannot be added. 

We have proposed that the head of S is INFL. INFL is the terminal node 
which dominates the inflectional morphology of the verb, affixes and infinitival 
to, which are not independent lexical categories or 'words'. The only lexical 
elements, 'words', that can be dominated by INFL are the aspectual auxili­
aries have and be and the modals. The latter constitute a closed class com­
posed of the following elements: will, can, may, shall, must and possibly dare, 
need, used and ought. The aspectual and modal auxiliaries in English often 
correspond to inflectional affixes in other languages. The English perfect is 
formed with the auxiliary have, but Latin uses an inflection (51a). While 
English uses the modal shall or will for expressing futurity, Latin again uses 
a tense ending (SIb): 

2S Prepositions constitute a relatively closed class too, but new prepositions or com­
plex prepositions may be added to the language (cf. because of, in spite of). We 
shall continue treating prepositions as part of the lexical categories. 
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51 English 
51a I have loved 
51 b I shall love 

Latin 
amavi 
amabo 

INFL does not dominate open class lexical heads: it is a non-lexical head or 
a functional head. Projections of lexical heads are lexical projections; projec­
tions of functional heads are functional projections. We discuss the role of 
functional projections in the grammar in chapter 1 1 .  

3.3 S' as a Projection of C 

3.3. 1 C AS 1HE HEAD OF CP 

We have now assimilated the structure of S to the X'-format. In this section 
we extend the format to S'. 

Observe that the nature of this unit as a whole, the type of sentence, is 
determined by the nature of the complementizer: 

52a I will ask [if [Poirot will abandon his investigation]] .  
52b I will say [that [poirot will abandon his investigation]] .  

The subordinate clause in (52a) is interrogative, that in (52b) is declarative. 
The difference between the two is signalled by the choice of complementizer 
introducing the clause, if vs. that. In other words, the complementizer deter­
mines the type of clause. This suggests that we treat the complementizer, 
represented as C, as the head of S'. Complementizers do not constitute an 
open class: the four complementizers that introduce subordinate clauses in 
English are that, if, whether, for. Analogously to the discussion of I, we say 
that the projection of C is a projection of a functional head. CP is a func­
tional projection. 

Complementizers such as whether, if, that and for introduce a sentence (IP): 
C selects an lP-complement. The choice of the type of IP is determined by the 
choice of C. The complementizers that and if select a finite clause as their 
complement; for selects an infinitival clause and whether selects either type 
of clause: 

53a I think [that [Poirot abandoned the investigation]] .  
*to abandon 

Bb I expect [for [poirot to abandon the investigation]]. 
"abandoned 
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53c Jane wonders [whether [Poirot abandoned the investigation]] .  
[to abandon the investigation]] . 

1 1 7  

Among embedded clauses, we distinguish interrogative clauses from declara­
tive clauses by virtue of their complementizer. Interrogative clauses are 
characterized by a complementizer, or C which has the feature [+WH], non­

interrogative or declarative clauses are CPs whose head C has the feature [­
WH]. Certain verbs, such as think, require a non-interrogative clause as their 
complement, they select non-interrogative complement clauses (cf. (53a) ); other 
verbs, like wonder, select interrogative clauses (cf. (53 b) ). If we assume that 
the relevant distinction between interrogative and

'
non-interrogative clauses is 

determined by the feature composition of C, the head of the clause (CP), then 
we can in fact describe the selection of interrogative or non-interrogative 
clauses in terms of head selection. 

The bracketed clauses in (53a) and (53 b) have the structure in (54a): 

54a CP 

/1 
SPEC C' 

� 
C IP I �  

that Poirot abandoned the 
investigation 

forz6 Poirot to abandon the 
investigation 

26 In standard English for must be absent when the infinitival clause lacks an overt 
subject NP: 
(i) ·It was hard for to abandon the investigation. 

Other dialects of English, though, allow for to sequences to some degree (see Carroll, 
1983; Henry, 1989). 
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As a first approximation, let us assume that the bracketed interrogative clauses 
in (53c) have the structure (54b): 

54b CP 

./'1 
Spec C '  

C 
[+WH] 

I 
whether 

IP 

Poirot abandoned the investigation 
to abandon the investigation 

We shall reconsider the status of whether in chapter 5. 

At this point we have no material to insert in the specifier position of CP, 
[Spec, CPl . We consider this point in the next section. 

3.3.2 HEAD-TO-HEAD MOVEMENT 

Let us consider the following examples: 

55a Poirot will abandon the investigation after lunch. 
55b Will Poirot abandon the investigation after lunch? 
55c When will Poirot abandon the investigation? 

(55a) is a declarative sentence which will be assigned the structure (56a) : 



56a 
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CP 

I 
c' 

� 
C 

[-WH) 
IP 

/l 
NP I' 

1\ 
I VP I �  

Poirot will abandon the investigation 
after lunch 
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There is no overt complementizer in - the sentence and we assume that the 
head of CP has the feature [-WHJ-Z' 

(55b) is a direct yes-no question characterized by the inversion of subject 
and auxiliary. How can this order be derived? Various possibilities come to 
mind. An option that we shall explore here, and that will be elaborated in 
chapter 7 is that the auxiliary will moves from its position in I to the position 
C. In other words, we assume that (55b) has two syntactic representations. 
In one, the underlying structure, the modal will occupies the position domi­
nated by I; as in (56a). In the second representation, the derived structure, the 
modal is moved from under I to the position dominated by C. Movement 
from one head position (in our case I) to another one (C) is called _head-to­
head movement and will be illustrated more extensively in chapter 7. 

We discuss the different types of questions in chapter 7. The representation in 
(56a) is a simplification. It is proposed that the [+WH] feature is associated with 
the head of embedded interrogative clauses, such as the bracketed clauses in (S3c), 
which are selected by a higher verb, but that in case of root clauses the [+WH] 
feature is associated with I (cf. Rizzi forthcoming). We refer the reader to the 
literature. 
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56b CP 

� 
Spec C' 

� 
C IP 

� 
NP I '  

� � D � 
Will 

t 
Poirot abandon the investigation 

after lunch ? 

(55c) is a constituent question or wh-question. The auxiliary will precedes 
the subject. We assume again that, as was the case in (56b), it has moved 
under C. In addition, the interrogative constituent when, which corresponds 
to the time adjunct after lunch in (55a) and (55 b), precedes the auxiliary. We 
assume that when is moved from the sentence-internal position occupied 
by time adjuncts in (56a) and (56b) to a position preceding C. Without going 
into the details of the analysis here (see chapter 7), it is clear that the X'-schema 
as set up offers us a position for when to move to: it can be inserted under 
the specifier node of CP, [Spec, CP] for short, a position left unoccupied in 
the earlier examples: 



56c CP 

� 
Spec C' 
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� 
C IP 

� 
�P I' 

� �  
When will Poirot abandon the investigation? 

121 

The question might be asked whether there are additional arguments for 
the hypothesis that the auxiliary in (S5b) and (55c) moves to C, the position 
occupied by the complementizer in subordinate clauses. 

One argument in favour of this analysis is that it predicts that the com­
plementizer and the inverted auxiliary can never co-occur since they would 
have to occupy the same slot. This prediction is borne out: 

57a 

57b 

"I wonder {Will whether } Poirot abandon the investigation. 
whether will 

"When that will Poirot abandon the investigation? 

A parallel question is whether it is reasonable to propose that question 
words such as when move to [Spec, CP] . In main clause questions they overtly 
precede the inverted auxiliary, but in subordinate clauses in English wh­
phrases do not co-occur with the complementizer that. 

Information from languages other than English and information from the 
earlier stages of English provide some evidence here. In some French and 
Italian dialects, subject-auxiliary inversion is not obligatory in direct ques­
tions. When the auxiliary has not inverted with the subject, C is available and 
we predict that the complementizer is free to occupy the C position. This 
prediction is borne out. 

58a Quebec French 
Quoi que tu as fait? 
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what that you have done 
'What have you done?' 
(Cf. Koopman, 1983: 389) 

58b Italian Romagnolo dialect 
Chi che t'e vest? 
who that you have seen 
'Whom have you seen?' 

(Koopman, 1983: 389) 

In (58a) quo; is in [Spec, CP], and que is dominated by C. The auxiliary as 
does not invert with the subject. Similarly ch; in (58b) is in [Spec, CP1, and 
the complementizer che appears under C. The auxiliary e is again in the JP­
internal position. While the overt complementizer may co-occur with the 
moved wh-element in the dialects cited above, it cannot co-occur with an 
inverted auxiliary. This is predicted if we assume that both complemenrizer 
and the inverted auxiliary are dominated by C and if we also assume that a 
head position is normally occupied by one head only.28 

Consider also the subordinate clauses in (59): 

59a Je me demande [quoi que · tu fais). 
I wonder what that you do 
(Quebec French; cited by Koopman, 1983: 389) 

59b Men shal Icnowe [who that I am] 
(1485, Caxton R 67, in Lightfoot, 1979: 322) 

59c "Men shall know who that I am. 

Quo; in (59a) precedes que, the complementizer. We again assume that quo; 
is in [Spec, CP) and that que is dominated by C. The same pattern is found 
in earlier stages of English as shown in (59b). (59c), the word for word 
translation of (59b), ·is ungrammatical in modern English. We return to the 
syntactic structure of questions in chapter 7. 

3.3.3 THE STRUCTIJRE OF CP 

We have proposed that the structure of S' can be assimilated to the X'-format 
in (39) in the following way: 

18 In cenain languages a V head may incorporate a head N, thus creating a complex 
lexical unit dominated by V and consisting of V and N. This is apparendy not 
possible in the case of that and V. For a discussion of incorporation the reader 
is referred to Baker (1988). 



60a CP ----? Spec; C' 
60b C' ----? C; IP 
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C dominates the complementizer or an auxiliary (in sentences with subject­
auxiliary inversion). C combines with IP to form C'. C' in turn combines with 
a specifier to form the maximal projection CP. The position [Spec, CP] is the 
position to which interrogative constituents are moved. 

3.4 Summary: X�-theory and Functional Categories 

In section 3 of this chapter we have applied the X'-format, developed in section 
2 for phrasal constituents, to the clausal constituents, S (IP) and S' (CP). The 
X' -format will allow us to describe the structure of main and dependent 
clauses and of various types of questions. 

We have now reached the important conclusion that all �ntactic structure 
is built on the basis of the X'-format ,(39). This means that no special phrase 
structure rule needs to be stated for specific constituents and that when 
acquiring the language, the child will only need access to (39) to be able to 
assign a structure to both phrasal and clausal constituents. 

3.5 Small Clauses 

In chapter 1 we in,troduced another clause type in addition to tensed clauses 
and infinitival clauses: small clauses. 

61a I consider [Maigret very intelligent]. 
61b  Maigret considers [the taxi driver an important ally]. 
61c I consider [your proposal completely out of the question]. 

The bracketed strings are constituents, as shown in chapter 1. The idea was 
that in (61a), for instance, Maigret is the subject of the predicate very in­
tel/igent exactly like in sentence (62): 

62 Maigret is very intelligent. 

We raised the question as to the category label of these constituents. In the 
traditional literature they are called verbless clauses; we called them small 
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clauses. Let us consider the syntactic representation of the bracketed strings. 
We choose (61a) but the discussion also applies to the other two examples. 

Consider (63a): 

63a XP 

------------
NP AP 

� 
------' 

Spec A '  

I 
Maigret very intelligent 

The question arises as to the status of XP in (63a). As a first observation, 
note that (63a) does not seem to conform to the requirements of X'-theory. 
X'-theory does not provide structures where two maximal projections are 
sister nodes. One option would be to say that the small clause XP is in fact 
a maximal projection of a functional head F, an abstract head which does not 
dominate overt material. 

63b FP 

� 
NP F '  

F AP 

NP is the specifier of FP, ·he projection of F. Recall that NP is the subject 
of the small clause: 'Maigret is very intelligent'. Let us just speculate for a 
moment on this kind of representation for the small clause. Consider the 
following French examples: 



64a Je considere 
I consider 

64b 

64c 

64d 
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le gar-ron tres intelligent. 
the boy very intelligent 

la fille tres intelligente. 
the girl very intelligent 

les gar-rons tres intelligents 
the boys very intelligent 

les filles tres intelligentes. 
the girls very intelligent 
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The adjective intelligent in the predicate of the small clause has overt agree­
ment morphology in French: each number and gender combination has a 
different form. Intelligent, for instance, is masculine singular, intelligente is 
feminine singular. The adjective agrees with the subject. We could then as­
sume that in fact small clauses contain an AGR head which dominates agree­
ment morphology: 

63c AGRP 

� 

la fiUe e tees intelligent 

The agreement morphology would be lowered on to the adjective. Observe 
that it is not possible to argue that the adjective moves towards AGR since 
this would lead to the order intelligente tres. The AGR node could also be 
posited for English small clauses as those given in (61). Unlike French, Eng­
lish lacks the overt forms for adjectival AGR. Observe that adjectival AGR 
as in (63c) differs from verbal AGR: the agreement of verbs combines person 
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and number features, that of adjectives combines number and gender fea­
tures. Under the analysis proposed here, the subject of the small clause now 
occupies the specifier position of AGRP, [Spec, AGRP]. 

Additional support for postulating an AGR head in small clauses comes 
from English examples such as (64b) and French examples such as (64c); 

64b I consider him as my best friend. 
64c Je considere Louisa comme ma meilleure amie. 

'I consider Louisa as my best friend.' 

In (64b) as seems to spell out the head of the small clause. The same applies 
to French comme in (64c). 

4 Structural Relations 

We discussed the structural relations dominance, precedence, and govern­
ment in section 1 .  In this section we discuss the structural relation c-_ 
command. We shall also return to the notion of government and try to define 
it in terms of c-command. To illustrate the role of the notion c-command in 
the theory, we first consider agreement patterns. 

4;1 Agreement Patterns 

Let us examine some examples of agreement patterns. Consider the NP in 
(65a); 

65a NP 

� 
Det N' 

� 

this 
these 

N pp 

I �  
book 
books 

about Maigret 
about Maigret 
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It is well known that demonstrative pronouns in English agree in number 
with the head of the immediately dominating NP. Agreement is overtly real­
ized: this is singular, these is plural. Other determiners such as the definite 
article or possessive pronouns do not exhibit overt morphological agreement: 

65b the book/the books 
my book/my books 

In languages other than English speci1i.er-head agreement between deter­
miners and the head nouns in NPs js more extensively realized morpho­
logically: 

66a French 

NP 

� 
Det N' 

I 
N 

I 
le livre 
the book 
masc sg masc sg 

les livres 
the books 
masc pi masc pi 

la voiture 
the car 
fem sg fem sg 

les voitures 
the cars 
fern pi fem pI 

mon livre 
my book 
masc sg masc sg 
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mes livres 
my books 
masc pI masc pI 

ma voiture 
fern sg fern sg 

mes voitures 
fern pI fern pI 

66b German 

NP 

� 
Det N' 

I 
N 

I 
der Mann 
the man 
masc sg masc sg 

die Manner 
the men 
masc pI masc pI 

die Frau 
the woman 
fern sg fern sg 

die Frauen 
the women 
fern pI fern pI 

das Kind 
the child 
n sg n sg 

die Kinder 
the children 
n pI n pI 



Phrase Structure 129 

The cross-linguistic variation of the overt inflection of NP determiners 
displayed in (65) and (66) is reminiscent of that discussed with respect to 
verbal and adjectival inflection. In French and German NP determiners have 
rich oven agreement for the nominal features gender and number. The Eng­
lish system is impoverished, though there are traces of oven agreement. Even 
in the absence of oven agreement, English head nouns and their specifiers 
agree in number and gender. The difference between French and English does 
not lie in the presence or absence of agreement as such, but rather in the 
morphological realization of this agreement. 

Let us turn to subject-verb agreement. Consider some French examples 
first: 

67a Poirot abandonne I'affaire. 
'Poirot abandons the case.' 

67b Les inspecteurs abandonnent l'affaire. 
'The inspectors abandon the case.' 

67c Nous abandonnons I'affaire. 
'We abandon the case. ' 

In French the verb ending is determin�d by the person and number of the 
subject. I and [Spec, IP] agree with respect to the relevant features. 

67d IP 

� 
NP I '  

� 

Poi rot -e 
Les inspecteurs -ent 
Nous -ons 

VP 

I 
V' 

� 
V NP 

I � 
abandonn- I 'affaire 
abandonn- l'affaire 
abandonn- I 'affaire 
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In English there is little overt agreement, but again we have adopted the 
assumption that INFL is specified for abstract [AGR) in (68): 

68a Poirot abandons the investigation. 
68b The inspectors abandon the investigation. 
68c We abandon the investigation. 

Tree diagram (69) is the English analogue of (67d): 

69 IP 

� 
NP I'  

� 

Poirot -s 
The inspectors· o 

VP 

I 
V' 

� 
V NP 

I � 
abandon 
abandon 

the investigation 
the investigation 

In our discussion of small clauses we have also illustrated an agreement 
configuration between the subject of the small clause and the head AGR 
(cf. 63c). 

If we compare the tree diagrams above we find a parallelism in the con­
figurational relations between the agreeing constituents. In all three examples 
the phrasal head agrees with its specifier. This type of agreement is called 
specifier-head agreement. Head and specifier share features such as number, 
gender, person. Languages vary with respect to the extent to which agree­
ment between specifier and head are morphologically realized. 

Consider the following example: 

70a I wonder what Poirot will buy. 
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We have proposed that the C of  embedded interrogative clauses contains the 
feature [+WH). In (70a) the direct object of buy is an interrogative phrase, 
or a wh-phrase, what. Such an interrogative phrase could be said to also 
contain the feature [+WH). In our example the wh-phrase occupies the specifier 
of CP. This means that (70a) has the structure (70b): 

70b CP 

� 
Spec 

what 
[+WHJ 

C '  

C IP 

I �  
Poirot will buy­

[+WHJ 

In interrogative clauses, specifier of CP and C agree with respect to the 
feature [+ WH).29 

The reader might conclude from the discussion above that agreement only 
affects the pair specifier-head, and also that it must necessarily affect this 
pair. Both these conclusions would be too rash. 

It is not true that agreement only affects the specifier-head relation. Con­
sider the following example from West Flemis� a dialect of Dutch: 

71a . . .  [cp [c da lw den inspekteur da boek gelezen eet]]]. 
that the inspector that book read has 

71b . . .  [cp [c dan In> d' inspekteurs da boek gelezen een]]]. 
that the inspectors that book read have 

In (71 ) the perfective auxiliary eetleen agrees in number and person with its 
subject den inspekteurld'inspekteurs, illustrating specifier-head agreement. 
F�ore, the complementizer da agrees in number and person with the 
subject and with�he inflection: da is third person singular, dan is third person 
plural. The head of the CP, C, agrees with the head (and the specifier) of its 
complement IP. 

2' Cf. May (1985) and Rizzi (forthcoming) for discussion. See also chapter 12. 
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4.2 C-command and Government 

4.2.1 C-COMMAND AND THE FIRST BRANCHING NODE 

Consider the following representations where co-subscripted nodes indicate 
agreement: 

72a French 

NP 

� 
Spec; N '  

le 

Poirot 

A 
Ni pp 

I � 
l ivre sur Chomsky 

-e abandonn- \'affaire 



ne West Flemish 
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da Qoek gelezen eet 
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In (72a) and (nb) we have specifier-head agreement as discussed above, but 
the agreement of C and the lower constituents in (ne) cannot be defined in 
terms of specifier-head agreement. When we consider die geometrical rela­
tions between agreeing pairs of elements it appears that one agreeing element 
is always higher in the tree than the element it agrees with. 

nd x 

Ai 

Bj 
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In all the representations in (72) X, the first branching node dominating A, 
the highest member of the agreeing pair, also dominates B, the lowest mem­
ber of the agreeing pair. A itself does not dominate .B  and B does not domin­
ate A. In (72a) the first branching node dominating the determiner is NP and 
this node also dominates N. Similarly, in (72b) the first branching node 
dominating the subject NP is IP and IP also dominates I. Finally, in (72c) the 
first branching node dominating C is G, which also dominates the subject NP 
and I. The relation which is schematically represented in (72d) is one that has 
been labelled c-command (as first discussed and defined by Reinhart, 1981 ): 

73 C-command (i) 
Node A c-commands node B if and only if 
(i) A does not dominate B and B does not dominate A; and 
(ii) the first branching node dominating A also dominates B. 

Given a node A it is easy to determine which nodes it c-commands. The 
procedure is as follows: starting from A we move upward till we reach the 
first branching node dominating A; then we move downwards following the 
branches of the tree and every node that we find on our way is c-commanded 
by A, regardless of whether we move rightward or leftward. 

In diagram (72a), for instance, [Spec, NP] c-commands all the nodes domi­
nated by NP. The total of all the nodes c-commanded by an element is the 
c-command domain of that element. In (72a) the NP is the c-command domain 
of the determiner. In (72b) the subject NP c-commands the entire IP; IP is the 
c-command domain of the subject. In (72c) C c-commands all the material 
dominated (cf. (4) ) by C'. C' is the c-command domain of C. The c-command 
domain of an element is of necessity a constituent, given that it consists of 
all the material dominated by one node, hence the term c ( = constituent)­
command. Note in passing that under the definition in (73) a node A always 
c-commands itself: it will always be possible to start from node A, go up to 
the first branching node and return then to node A. Nothing in the definition 
prevents one from returning via th, same route.30 

4.2.2 GOVERNMENT 

At this point let us return to our definition of government (7) in terms of 
sisterhood. Recall that we restrict our artention to government by heads. 
According to (7) A, a head, governs B in (74). 

lO  Chomsky (1986b: 92, n. 12) discusses some other ramifications of the definition 
of c-command. The reader is referred to this work for discussion. 
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A 
A B 
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From our discussion of c-command above it follows that A, the governor, 
c-commands B, the governee; and conversely, B, the governee, c-commands 
A, the governor. Government could he defined as a relationship of 'mutual 
c-command'. 

75 Government (ii) 
A governs B if and only if 
(i) A is a governor; and 

(ii) A c-commands B and B c-commands A. 

We assume that governors are heads. Below and in later chapters we shall 
refine the notion of government considerably. 

4.2.3 M-COMMAND AND GOVERNMENT 

Let us consider the following VP structures: 

76a VP 

I 
V' 

V' 

� 
V NP pp 

I 
P' 

� 
P NP 

I � 
quit his job in the autumn 
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76b VP 

I 
V' 

� 
V' pp 

I I 
V P' 

� 
leave 

P NP 

I � 
In the autumn 

If we adopt our definitions of c-command (73) and government (75) above 
the relation between V and the pp in the autumn in (76a) is quite different 
from that between V and the pp in the autumn in (76b), although in both 
cases the pp is a time adjunct. 

In (76a) the V quit c-commands the NP his job, which it governs and indeed 
theta-governs. Following our definitions, the V quit does not c-command 
or govern the time pp in the autumn. V does not c-command the pp because 
the first branching node that dominates it is the lower V', which does not 
dominate the PP. V does not govern PP because it does not c-command it. 

In (76b), the V leave c-commands the PP in the autumn: the first branching 
node dominating V is the topmost V', which also dominates the PP. PP also 
c-commands V since the first branching node dominating PP is the higher V', 
which also dominates V. We conclude that in (76b) V and the PP in the autumn 
c-command each other. H government is defined in terms of mutual c­
command, V will govern the PP. V will not govern P or the NP the autumn 
since there is no mutual c-command relation. V c-commands P and NP; P and 
NP do not c-command V. 

We are thus led to conclude that V governs and c-commands the PP in the 
autumn in (76b) and it fails to do so in (76a). This seems a rather unsatis­
factory state of affairs: intuitively one feels that both verbs, quit and leave, 
have the same relation to the PP in the autumn. 

In the literature the definitions of government and c-command have been 
discussed extensively.Jl On the basis of various empirical and theoretical 

Aoun and Sportiche (1983) discuss examples like those discussed here. 
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considerations which we shall not go into here, it has been proposed that in 
configurations like those in (76) the V should uniformly govern the pp in 
both (a) and (b) .  This will capture our intuition that the relation between V 
and pp is the same in the VPs in (76a) and (76b). In order to arrive at this 
conclusion, both the notions of c-command and of government have been 
reformulated in terms of maximal projections. 

In Barriers, a work to which we return in chapter 10, Chomsky ( 1986b: 
8 )  proposes the following definition of c-command: 

77 C-cornmand (ii) 
A c-commands B if and only if A does not dominate B and every X that 
dominates A also dominates B. 

For the choice of X in (77) two options are considered. When X is equated 
with the first branching node we obtain the c-command definition given in 
(73) .  This structural relation is sometimes referred to as strict c-co.rnmand. 
Alternatively, X is interpreted as a maximal projection. Under the latter inter­
pretation of (77), A m-cornmands B. 

Let us apply this defmition to f16j. V c-commands the NP his job in (76a) 
but not the pp in the autumn. On the o.ther hand, V m-comrnands both the 
NP his job, the pp in the autumn and also the preposition in and the NP the 
autumn. P c-commands the NP the autumn, and P also m-comrnands the NP 
the autumn. However, P does not c-command V: P', the first branching node 
dominating P, does not dominate V. P does not m-command V either: there 
is a maximal projection pp which dominates P and does not dominate V. 

In (76b) V c-commands pp (unlike in (76a» , and it also m-commands the 
PP, the head P and the NP inside the PP. The relation between V and pp is 
identical to that in (76a). 

Using the notion of rn-command Chomsky ( 1986b: 8) proposes that gov­
ernment be defined as follows: 

78 Government (iii) 
A governs B if and only if 
�(i) A is a .governor; and 
(ll) A m-commands B; and 

(iii) no barrier intervenes between A arid B. 
Maximal projections are barriers to government. 
Governors are heads.32 

At this point we only look at government by heads. In chapter 8 government by 
a maximal projection will also be considered. 
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In both (76a) and (76b) the verbs, quit and leave respectively, govern the 
pp in the autumn. pp being a maximal projection, the V will not be able to 
govern into PP. Hence, the verbs in (76a) and in (76b) m-command the NP 
the autumn but they do not govern it. 

Our new definition of government (78)  is intuitively more satisfactory since 
it allows us to establish the same relation between V and the PP .(76a) and 
(76b). We adopt (78) from now on. The definition will be further modified 
in chapter 3. We return to the notion barrier in subsequent chapters and 
especially in chapter 10. As before, when a head governs a constituent and 
assigns it a thematic role, we say that the head theta-governs the constituent. 

5 Learnability and Binary Branching: 
Some Discussion 

In this chapter we have looked at the geometry of tree diagrams. We started 
out from a tree like (79) which we later replaced by (80) for various empirical 
and theoretical reasons. 

Poirot will abandon the investigation after lunch 
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will abandon the investigation after lunch 
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If we look at the configurational properties of the two trees there is one 
important contrast to which we have not paid much attention. In (79), with 
its flat structure, branching nodes are of different types: there are binary 
branching nodes, . such as PP, which dominate two elements, and there are 
ternary branching nodes, such as VP or S, which dominate three constituents. 

If we added more constituents to VP we could end up with four-way or five­
way branching nodes. In (80) all branching nodes are binary branching. 

In the course of this chapter the change from the first type of structure 
to the second was motivated on empirical and theoretical grounds, but there 
are further advantages to adopting a grammar which allows only the second 
type. 

The reader may notice that such a grammar is more aesthetically satisfying, 
though aesthetics may be a minor preoccupation for linguists. 

A grammar which allows only binary branching nodes is more constrained 
than a grammar which freely allows any type of branching node: in the 
former type of grammar lots of imaginable representations are ruled out in 
principle. A more constrained grammar is preferred for reasons of economy 
and elegance and it will also be preferred if we think of the ultimate goal 
of linguistic theories in the generative tradition (as discussed in the 
Introduction) . 

Remember that linguists wish to account for the fact that children acquire 
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language very fast and at an early age. In order to explain their fast acqui­
sition we posit that children are genetically prepared for the task, that they 
have an innate set of principles which enable them to construct the core 
grammar of their language on the basis of the data they are exposed to. One 
component of the child's internalized knowledge of the language, the internal 
grammar, will concern phrase structure. Theories of phrase structure such as 
X' -theory attempt to represent the native speaker's internal knowledge of 
phrase structure. 

Let us now compare two theories of phrase structure which differ in one 
respect. T�eory A liberally allows any type of branching (binary, ternary, 
etc.) .  Theory B allows only binary branching. A child faced with linguistic 
data will have to decide on their phrase structure. Here are a few sentences 
that a child learning English might hear: 

81a  Daddy sleeps. 
81b Mummy is working. 

81c Mummy must leave now. 

Theory A and Theory B assign the same structure to (81a): 

82 

Daddy sleeps 

. For the structure of ( 8 1b) Theory A offers three options: 

83a 

Mummy is working 

83b 

Mummy IS working 
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83c 

Mummy is working 

Theory B only allows (83a) and (83b) .  
For ( 81c) Theory A offers eight possibilities: 

84a 

84b 

84c 

Mummy must leave now 

Mummy must leave now 

Mummy must leave now 

141 
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84d 

Mummy must leave now 

84e 

Mummy must leave now 

84£ 

Mummy must leave now 

84g 

Mummy must leave now 
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84h 

Mummy must leave now 

Theory B, which only allows binary branching, excludes the last three 
options (84f, g, h). 

A child equipped with a UG that implements only binary branching will 
have fewer decisions to make when assigning syntactic structure to the data 
he is exposed to than a child equipped with a less constrained UG which 
allows ternary or four-way branching. It is easy to see that the more elements 
are involved the more choices are available. The unconstrained theory will 
consistently offer more choices than the binary branching theory and hence 
will make the child's task of deciding on the structure harder. For structuring 
three elements Theory A offers 50 per cent more possibilities than Theory B 
(three for A, two for B). For four elements Theory A offers 60 per cent more 
choices, with eight structures as opposed to five. The more elements there are 
the larger the discrepancy between the choices offered by Theory A and those 
offered by Theory B. You are invited to check for yourself what options 
would be available in the case of there being five elements. 

If the ultimate goal of our grammar is to account for language acquisition, 
then it will be natural to aim for the more restricted type of grammar in 
which fewer decisions have to be made by the child. Fewer choices will 
automatically mean more speed in the construction of the core grammar of 
the language acquired. Nowadays most linguists working in the generative 
tradition tend to adopt some version of the binary branching framework.)) 

Readers interested in theoretical and empirical implications of the binary branch­
ing hypothesis should consult work by Kayne (1984), who is one of the first 
proponents of the strict binary branching approach in the Government and Bind­
ing framework. 

The binary branching hypothesis raises some important questions which we 
shall not go into here. One concerns the structure of double object patterns. 
Consider (i): 

(i) John gave Mary the money. 

A representation like (ii) is compatible with the binary branching hypothesis: 
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(i i) VP 

A\ 
V NP NP 

gave Mary the money 

See Kayne ( 1984) and Larson ( 1988) for very influential proposals. Larson (1988) 
also offers a survey of the recent discussion. 

Anotlier issue is the structure of coordinate phrases such as (iii), where two 
constituents are linked by a conjunction and: 

(iil) the man and the woman 

Often these are assigned a ternary branching structure: 

(iv) 
NP 

NP Coni NP 

the man and the woman 

For a discussion of coordinate patterns, see Goodall (1987), who also offers a 
survey of the literature. Kayne (1993) develops a more restrictive theory of phrase 
structure. 

Given the high degree of technicality the works Ii�ed above should only be 
consulted after chapter 8 has been covered. 
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So far we have been assuming that the building-blocks of sentences are lexical 
categories such as N, V, etc., and that these are syntactic primitives. Primi­
tives are 'simple', they cannot be further decomposed with respect to their 
syntactic behaviour.34 However, not all linguists agree that the simplest syn­
tactic units are words or lexical categories such as N, V, etc. 

An analogy with phonology is in order. One might say that phonology is 
concerned with the study of phonel1les, such as Ibl and Id/. Phonologists have 
proposed, however, that the simplest units, the primitives, at the phonetid 
phonological level are not the phonemes. If we restrict our discussion to the 
level of phonemes we cannot bring out the commonality between the differ­
ent sounds. For instance, we cannot capture the fact that both Ibland Id! are 
voiced and that both are plosives. It is proposed that the phonemes can be 
decomposed into smaller component parts, the distinctive features. The fea­
tures bring out the commonality between the sounds and allow us to set up 
classes of phonemes. For example, the sounds tbl and Id! are composed of the 
following features:35 

85 /b/ /d/ [+ voice J [+ voice 1 
+ plosive + plosive + bilabia + alveolar 

The features listed in (85) make up a feature matrix. The commonality 
between tb/ and Id! is brought out by the fact that their feature matrices share 
the features [+voice) and [+plosive). Their difference is related to the third 
feature. 

Following the example of phonologists, who consider the distinctive fea­
tures as the primitives of phonology, syntacticians propose that the lexical 
categories N, V, etc., are not syntactic primitives but should be seen as com­
plexes of syntactic features. These syntactic features themselves will be the 
basic building blocks, the primitives of syntactic structure. 

The features that are often taken to constitute the lexical and phrasal 

We are not concerned here with the analysis of words into phonemes. Such a 
decomposition is not syntactically relevant and concerns the phonological compo­
nent of the grammar. Apart from the identification of verb inflection, we shall not 
be concerned with the decomposition of words into morphemes either. 
For some introductory literature to the notion of features in phonology, see Fromkin 
and Rodman (1988). 
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categories are [±noun] ([±N)) and [±Verb] ([±V]). The lexical categories can 
be decomposed into their features: 

86a noun: [+N, -V] 
86b verb: [-N, +V] 
86c adjective: [+N, +V] 
86d preposition: [-N, -V] 

As in (85), the features in (86) bring out the commonality between the 
categories which contain the same feature. Anticipating the discussion in 
chapter 3, it is, for instance, argued that the fact that both verb and pre­
position may assign case to their complement would be related to their feature 
[-N] . Conversely, .the fact that neither N nor A can assign structural case 
would be due to their shared feature [+N]. 

There is no clear agreement about the feature composition of C and I at 
this point. With respect to I we have already mentioned that it contains the 
features [±Tense] and [±AGR]. We shall not go deeper into this issue. We 
have proposed that C may contain the feature [+WH], when it heads an 
interrogative embedded clause, and it has the feature [-WH] when it heads 
a non-interrogative embedded clause.36 

7 Summary 

In this chapter we have concentrated on syntactic structure. In section 2 we 
propose that a uniform projection schema, the X'-format, can be developed 
for all phrasal categories. Phrases are hierarchically structured projections of 
their heads. 

1 XP � Spec; X' 
X' � X/; Yp 
X' � X; YP  

36 The reader interested in the theory of features should consult the literature. For 
the decomposition of the lexical categories, see Chomsky (1970) and Stowell 
(1981). Muysken (1983) extends the use of features to include the levels of pro­
jection XCI, X' and XP. Muysken and van Riemsdijk (1986a) offer a survey of 
some of the problems containing syntactic features and projections. For some 
further modifications. of the structure of clauses see Grimshaw (1991) and chapter 
11 .  
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The X'-format allows us to bring out the commonality between the differ­
ent types of phrases. The traditional phrase structure rules for specific phrases, 
say VP, are reduced to m�re elementary notions. The hierarchical organiza­
tion of the phrase is captured by X' -theory, the linear order of constituents 
will have to be related to some other principle of the grammar. 

Section 3 shows that the X'-schema can be extended to the clausal con­
stituents: S is reinterpreted as a projection of INFL, with the subject NP in 
the specifier position. S' is reinterpreted as a projection of C. 

·2 IP 

/1 
NP \ '  

� 
VP 

3 CP 

,,/1 
Spec C' 

� 
C IP 

In section 4 we introduce the structural relations c-command and m­
command, and we redefine government in terms of these notions. 

4 C-command 
A c-commands B if and only if A does not dominate B and every X that 
dominates A also dominates B. 

When X is equated with the first branching node, A c-commands B. When 
X is interpreted as a maximal projection, A m-commands 8. 

5 Government 
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; and 
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(iii) no barrier intervenes between A and B. 
Maximal projections are barriers to government. 
Governors are heads. 

We consider the importance of the binary branching hypothesis especially 
in the light of language acquisition (section 5) and we look at the proposal 
that syntactic features should replace lexical categories as syntactic primitives 
(section 6) .  

8 Exercises 

Exercise 1 

Using the X'-model draw a tree diagram for the following sentences: 

1 Poirot will meet the new governess in the foyer of the opera. 
2 Miss Marple cleaned the knife carefully with a handkerchief. 
3 Maigret is quite fond of his assistant. 
4 The announcement of the news on local radio surprised all the 

students of linguistics from England . 
5 She has decided that owners of big cars without children should 

pay tax. 

Exercise 2 

In this chapter we have defined structural notions such as government, 
c-command and m-command. Consider the tree diagram below. Try to 
decide which elements are c-commanded by I, C and V, and which 
elements are m-commanded by them . Try to determine which ele­

ments are governed by I, by C and by V (a) when government is 
defined in terms of sisterhood, and (b) when government is defined in 
terms of m-command. 
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On the basis of the tree diagram in exercise 2 decide which of the 

following statements are true and which are false: 

IP dominates CP. 
2 IP immediately dominates the subject NP. 
3 IP is a sister of C. 
4 V and the NP a car are sisters. 
5 V head-governs the PP after the holidays. 

6 The NP the holidays is a constituent of IP. 
7 The NP the holidays is an immediate constituent of VP. 
8 VP and I are sisters. 

9 VP precedes I. 
1 0  V theta-governs the NP a car. 
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Exercise 4 

Using the technical term inology introduced in this chapter describe the 
structural relations between the following sets of nodes In the tree 
diagram in exercise 2. 

V and pp after the holidays. 

2 pp after the holidays and NP a car. 

3 NP John and VP. 
4 NP John and NP a car. 

5 I P  and C'. 
6 C and I .  
7 C and NP John. 

8 I and NP a car. 

9 V and NP John. 

1 0  V' and the p p  after the holidays. 

1 1  P and the NP the holidays. 

1 2  V and P. 
1 3  C and VP. 
1 4  VP and the N P  the holidays. 

1 5  I and the N P  the holidays. 

For each pair, try to find as many structural relations as possible (prec­
edence, dominance, sisterhood, c-command, etc.). 

Exercise 5 

Consider the following examples, taken from exercise 1 0  in chapter 1 :  

I consider it likely that Louisa will not leave. 
2 I thought it stupid that she should have gone out in the rain. 
3 Ritengo probabile che Maria rimanga. 

I consider likely that Maria will stay 
4 Je trouve bizarre qu'elle soit la. 

I find strange that she be there 

Does the discussion of the structure of small clauses in section 3.5 
throw any light on the contrast between the English sentences, where 
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a pronoun is  obligatory (cf.(S» , and the French and Italian sentences 

where it is not? 

Sa *1 consider likely that Louisa will not leave. 

Sb *1 thought stupid that she should have gone out in the rain .  

For the discussion you might wish to refer to section 4 of the 
Introduction. 
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Introduction and Overview 

In chapter 1 we discussed the component of the grammar that regulates the 
assignment of thematic roles to arguments, theta theory. Chapter 2 deals with 
the component of the grammar that regulates phrase structure, X'-theory. The 
grammar we are building has a modular structure: it contains distinct inter­
acting components or modules. In this chapter we consider another module 
of the grammar: case theory. 

Case theory accounts for some of the formal properties of overt NPs and 
integrates the traditional notion of case into the grammar. Though the dis­
cussion focuses on case in English we occasionally refer to examples from 
German. 

In section 1 We introduce the notion abstract case as distinct from mor­
phological case. Abstract case is a universal property, while the overt realization 
of abstract case by means . of morphological case varies cross-linguistically. 
Section 2 is concerned with the distribution of NOMINATIVE and AC­
CUSATIVE case in English. In this section we introduce the case filter, the 
requirement that all overt NPs be assigned abstract case. In section 3 we 
introduce the difference between structural case and inherent case. In section 
4 we consider the adjacency requirement on case assignment. Section 5 de­
scribes the properties of passive sentences. Section 6 discusses the relation 
between case, theta theory and subcategorization. 

1 Morphological Case and Abstract Case 

Consider the examples in (1): 

la The butler attacked the robber. 
Ib [That the butler attacked the robber] is surprising. 
lc [For the butler to attack the robber] would be surprising. 

(la) is a simple sentence, containing two NPs, the butler and the robber. In 
( lb) the simple sentence ( la) is used as the subject clause of an adjectival 
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predicate (surprising). In (lc) we find the non-finite parallel of ( la) used as 
the subject of the adjectival predicate. 

In chapter 1 we saw that NPs realize the arguments of the predicate of the 
sentence and are theta-marked, directly or indirectly. In ( 1 )  the verb attack 
assigns two theta roles. This information is encoded in the lexical entry of 
attack. Following our convention adopted in chapter 1, we indicate the rel­
evant theta roles by numbering and ignore for the most part the specific label. 
Occasionally, we consider the thematic relations more carefully. 

2 attack: verb 

1 2 

Let us replace the argument NPs in ( 1 )  by the"" corresponding pronouns: 

3a He attacked him. 
3b That he attacked him is surprising. 
3c For him to attack him would be surprising. 

Depending on their positions in the sentences, the third person pronouns 
appear in different forms. When the pronoun is the internal argument of 
attack it takes the form him. Adopting the terminology of traditional gram­
mar we call this form the ACCUSATIVE case. When the third person pro­
noun is the external argument of attack it takes either the form he or the form 
him. The latter form is again the ACCUSATIVE case of the pronoun; the 
form he will be called the NOMINATIVE case. Pronouns thus can be seen 
to have different case forms: he is NOMINATIVE, him is ACCUSATIVE. A 
third case form found in English NPs is the GENITIVE, illustrated in (4a) 
and (4b). 

4a The butler's coat was too big. 

4b His coat was too big. 

In English, the overt morphological realization of case in full lexical noun 
phrases is restricted to the GENTIlVE case. As seen in ( 1 ), NOMINATIVE 
and ACCUSATIVE are not realized overtly in modem English full NPs, though 
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these case forms were overtly marked in earlier stages of the language.1 
Adjectives and determiners, which used to have case forms in earlier stages 
of the language, have also lost distinct overt case for.ms. 

The overt distinction of NOMINATIVE and ACCUSATIVE forms in modem 
English is still to be found in the pronoun system, though even there we find 
several examples of case syncretism: two case forms having the same mor­
phological realization. Table (5) illustrates the overt realization of the case 
forms in NPs: in (a) we find the full lexical NPs, in (b) we list the pronouns. 
As can be seen NOMINATIVE and ACCUSATIVE are the same for the 
pronouns you and it. 

5 English case forms 

NOMINATIVE ACCUSATIVE GENITIVE 

a Lexical NPs: 
the man the man the man's 

the good man the good man the good man's 

b Pronominal NPs: 
1 sg me my 
2 sg you you your 
3 sg masc he him his 

3 sg fem she her her 
3 sg naut it it its 

1 pi we us our 
2 pi you you your 

3 pi they them their 

Other languages, like Latin or German, have a morphologically rich case 
system where distinct cases are overtly marked on nouns, adjectives, deter­
miners, etc., as well as on pronouns. Consider, for instance, the following 
Latin examples: 

6a Caesar Belgas vmclt. 
Caesar Belgians beats 
'Caesar beats the Belgians.' 

An interesting discussion of the development of the English case system is found 
in van Kemenade (1986), Lumsden (1987) and Roberts (1983). These works should 
be accessible when chapter 7 has been covered. 
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6b Belgae Caesarem timent. 
Belgians Caesar fear 
'The Belgians fear Caesar.' 

In (6a) the NP Caesar is in the NOMINATIVE case and the NP Belgas is 
ACCUSATIVi!. Conversely, in (5b) Belgae is NOMINATIVE and Caesarem 
is ACCUSATIVE. 

From German we give the following examples: 

7a Der MannlStudent hat den Lehrer gesehen. 
the man/student has the teacher seen 
NOMINATIVE ACCUSATIVE 

7b Der Lehrer hat den MannlStudenten gesehen. 
the teacher has the man/student seen 
NOMINATIVE ACCUSATIVE 

In German, case forms are overtly realized on the determiner system of NPs 
and also on a certain class of nouns (cl. the ACCUSATIVE form Studenten 
in (7b) ) .  

Although English does not have the overt case-marking that we find, for 
example, in Latin and in German, it has the remnants of an overt case system, 
as seen in the pronominal system. We therefore do not wish to say that 
English lacks case. Rather, following our discussion of agreement in chapter 
2, section 3 .2.2, we postulate that English has a fully-fledged system of abstract 
case, similar to that in Latin or German. We assume that abstract case is part 
of universal grammar. In English the abstract case-marking is often not mor­
phologically realized. The degree of morphological realization of abstract 
case varies parametrically from one language to another. 

The concept of abstract case is an important part of Government and 
Binding Theory. Based on work by Vergnaud (1985), Chomsky and his fol­
lowers have developed a theory of case, case theory. As we shall see (section 
6) attempts have been made to relate case theory to other components of the 
grammar, notably theta theory. We first look at some examples of English 
case forms and try to show how case theory can be developed on the basis 
of those. 
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2 Structural Case: NOMINATIVE and 
ACCUSATIVE 
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In this section we concentrate on the distribution of NOMINATIVE and 
ACCUSATIVE case forms. We discuss GENITIVE case in section 3. 

As can be seen in (3), the NOMINATIVE case (be) is reserved for the NP 
in the subject position of finite clauses. The ACCUSATIVE case (him) is used 
both for the object NP of a transitive verb «3a), (3b) and (3c)) and for the 
subject NP of an infinitival subordinate clause (3C).2 We also Jind ACCU­
SA TIVE case realized on the NP complement of a preposition. 

8 Jeeves moved towards him/-he. 

Adopting the concepts of traditional grammar, we can say that subjects of 
finite clauses have NOMINATIVE case and that NPs that are complements 
of prepositions or verbs as well as NPs that are subjects of infinitival clauses 
appear in the ACCUSATIVE. But this informal system needs some discussion. 
At this point we have provided a list of occurrences without trying to relate 
the distribution of the case forms to other properties of the sentences in 
question. Recall that we argued in the Introduction that lists offer no insight 
into the phenomena that are listed. 

2.1 Complements: ACCUSATIVE 

2.1 . 1  V AND P AS CASE ASSIGNERS 

Let us first look at the complements of transitive verbs and prepositions. 
Following traditional accounts of case we might say that transitive verbs and 
prepositions assign ACCUSATIVE case to the NP they govern. They case-mark 
an NP which they govern. Thus in (9) the V and the P will case-mark the 
complement NPs. In this view, heads assign case. 

1 The subject of infinitival clauses used as main clauses is assigned either NOMINA­
TIVE (i) or ACCUSATIVE (ii): 

(i) He go there? Impossible. 
(ii) Him attack Bill? Never. 

Sentences such as (i) and (ii) are clearly marked. They cannot be used to start a 
conversation, rather they will be used to echo a preceding utterance. The source 
of the case on their subjectS is a matter for further research. 
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9a VP 9b pp 

V' p' 

/\ /\ 
V NP P NP 

� l 
killi:d him towards him 

The conditions of case assignment are partly structural: ACCUSA 11VE 
case is assigned under government. A verb cannot assign ACCUSATIVE case 
to an NP outside the VP such as the subject: 

10 "Him found the evidence. 

Consider the definition of government given in chapter 2: 

Ha Government (chapter 2 (78) )  
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; and 

(ill) no barrier intervenes between A and B. 
Maximal projections are barriers to government. 
Governors are heads. 

(Hb) spells out the various components of the definition in more detail: 

llb  Government 
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; 

(ill) no barrier intervenes between A and B. 
where 
(a) governors are the lexical heads (V, N, P, A) and tensed I; 
(b) maximal projections are barriers. 
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In (10)  the V find does not govern the subject NP. 
The possibility of case assignment is also a function of the type of verb, i.e. 

the governor. Only transitive verbs and prepositions assign case. Intransitive 
verbs like wander or overeat cannot assign case to a complement NP: 

12a "He wandered them. 
12b "He overate them. 

Nouns and adjectives also do not assign ACCUSATIVE case (see discussion 
in section 3) .  

Ba "Poirot's attack him. 
13b "Poirot is envious him. 

We shall classify transitive verbs and prepositions as ACCUSATIVE case 
assigners.3 

2.2.2 A NOTE ON MINIMALITY AND GOVERNMENT 

In section 2.1 .1  we propose that both V and P are ACCUSATIVE case 
assigners. In the configuration ( 14a) V case-marks the direct object NP, [NP, 
V1, and in ( 14b) P case-marks its complement, [NP, P1. 

14a VP 14b pp 

V '  P '  

� � 
V NP P NP 
I I I I 

kill him towards him 

Consider though, the representation in (15) : 

In chapter 2, section 7, we pointed out that the ability of a category to assign case 
has sometimes been r�lated to the presence of the feature [-N]. Prepositions and 
verbs are {-N], nouns and adjectives are {+N] (see Stowell, 1981). 
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15 VP 

V '  

V pp 
I 
P '  

P NP 

move towards him 

The reader may wonder which element is the case assigner in (15): is him 
case-marked by the preposition or is it case-marked by V? Under our defini­
tion of government in (11 )  it is P which case-marks the NP him, pp being a 
maximal projection, hence a barrier. This is also confirmed if we consider 
German data such as those in (16). The advantage of German is that V and 
P may assign distinct cases; in our example: the V schre;ben assigns AC­
CUSATIVE and the P mit assigns DATIVE. Consider the following examples 
from German:4 

16a dass er einen Roman scheibt 
that he a novel (ACC) writes 
'that he writes a novel' 

16b dass er mit einem Bleistift. schteibt 
that he with a pencil (OAt) writes 
'that he writes with a pencil' 

16c ·dass er mit einen Bleistift schteibt 
that he with a pencil (ACC) writes 

In (16a) the direct object NP e;nen Roman is assigned ACCUSATIVE case by 
the transitive verb schreiben. In ( 16b), the complement of mit is assigned 

4 (16) illustrates subordinate clauses to avoid the specific word-order problems of 
Germanic languages (cf. Haegeman 1992). 



Case Theory 163 

DATIVE. It cannot be assigned ACCUSATIVE, as seen in (16c). The struc­
ture of the VP in (16b) will be (16d), and pp is a barrier for government. 

16d VP 

V '  

pp 

P '  

P NP 

� 
mit einem 

Bleistift 

V '  

V 

schreib-

Schreiben, though potentially an ACCUSATIVE case assigner, does not 
assign ACCUSATIVE to the NP inside the PP. 

There is an alternative way of ensuring that P case-marks its complement 
in ( 16d) and one which will become more relevant in chapters 10 and 12. We 
introduce it here for completeness' sake. Consider ( 16d) again. Both V and 
P c-command, and m-command, the NP; we might wish to say that V cannot 
assign case to NP because P is 'closer', P intervenes between V and NP. We 
could say that if there are two potential governors, the closer governor wins 
out. This idea is expressed in terms of a minimality condition on government 
( 17). Observe that government is defined in terms of m-command but that the 
intervening Z is computed in terms of c-command. 

17 Minimality 
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; 

(iii) there is no node Z such that 
(a) Z is a potential governor for B; 
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(b) Z c-commands B; 
(c) Z does not c-command A. 

(Cf. Rizzi, 1990a: 7) 

(18) gives a schematic representation. 

18 XP 
I 

X '  
r-----

X ZP 
=A I 

Z '  

Z yp 
=8 

By the Minimality condition, (17) has the effect of excluding the possibility that 
V govern YP, the complement of the pp in ( 16). The minimality conaition will 
become important in the second half of the book, especially in chapters 8, 10 
and 12. 

2.2 Subjects: NOMINATIVE and ACCUSATIVE 

2.2.1 NOMINATIVE SUBJECTS 

Subjects of finite clauses have NOMINATIVE case (cf. (3a» . Let us try to 
link the assignment of NOMINATIVE case to a governing head just as we 
have linked the assignment of ACCUSATIVE case to V or to P in 2.1.1. One 
important element in the discussion is the contrast between the subjects of 
finite clauses and those of infinitivals: subjects of finite clauses are NOMINA­
TIVE, subjects of infinitivals are ACCUSATIVE (cf. (3c» . In chapter 2 we 
claimed that the distinction between finite and non-finite clauses can be drawn 
in terms of the feature composition of the head of the clause, INFL or I. In 
finite clauses INFL is [+Tense, +AGR}; in non-finite clauses INFL is [-Tense, 
-AGR]. This suggests that the assignment of NOMINATIVE case can be 
associated with finite INFL. We leave it open at this point whether it is 
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Tense or AGR or a combination of Tense and AGR which is responsible for 
the NOMINATIVE case . .  Consider the tree diagram in ( 19 ) :  

19  IP 

� 
NP I '  

� 
VP 
I [ +Tense] V '  +AGR 

� 
V NP 

I I 
He -ed attack him 

In order to ensure that I can case-mark [Spec, IP] under government we are 
forced to adopt the definition of government in terms of m-command (11 ). 
A definition in terms of c-command would not suffice: I does not c-command 
[Spec, IP] . On the other hand, for case assignment by V (or by P) both a 
definition in terms of c-command and one in terms of m-command would do: 
in the example above V c-commands the object NP. 

It has been proposed (Sportiche 1988b) that the subject NP in [Spec, IP] 
is assigned NOMINATIVE case not by virtue of government by I but rather 
by virtue of the speci.6.er-head agreement between the subject NP and INFL. 
It could thus be argued that case-marking is achieved either via government 
or via specifier-head agreement.s 

2.2.2 THE SUBJECT OF INFINlTIV AL CLAUSES 

2.2.2.1  For as a Case-marker We repeat (3c) with its tree diagram represen­
tation in (20):  

20a [For him to attack him] would be surprising. 

The role of agreement in determining case relations has become more prominent 
in more recent developments of the theory. In Chomsky (1992), it is proposed that 
indeed that all case assignment is licensed via specifiet-head agreement relations. 
Such an account clearly will imply serious modifications to the discussion in section 
2.2.1. 
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20b IP 

CP 
I 

C '  

r-------, 
C IP 

l '  
A 

VP 

I 
V '  

./"1 � 
NP I '  V AP 

For 

� 
I VP 

I 
V '  
� 

V NP 
I � 

him 10 allack him would be surprising 

How do we account for the ACCUSATIVE case of the subject NP of the 
infinitival clause? One possible answer would be to argue that it is the infinitival 
[ (to) that is responsible for case-marking the NP subject. This is unlikely in 
view of the following examples. 

21a · [Him to attack Bm] would be illegal. 
21b [That he should have attacked Bill] was surprising. 

22a "1 prefer very much [him to go 'now]. 
22b 1 prefer very much [that he should go now] . 

(21a) and (22a) each contain an infinitival subordinate clause. In each exam­
ple the infinitive marker to is present but the sentence is not grammatical. In 
contrast, (21b) and (22b) contain a finite subordinate clause; the head of the 
clause, I, assigns NOMINATIVE case to the subject NP. Potentially, there 
might be different ways of explaining the ungrarnmaticality of (21a) and 
(22a), but a significant point to take into consideration is that the sentences 
are saved by the insertion of for as the complementizer of the non-finite clause: 
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23a [For him to attack Bill) would be illegal. 
23b I prefer very much [for him to go now]. 

167 

Alternatively, the sentences are rescued by the omission of the overt subject 
of the infinitival clause. In chapter 5 we discuss the status of the subject 
position (indicated with a dash) in the infinitival clauses in (24). 

24a [-To attack Bill] would be illegal. 
24b I prefer very much [-to go now). 

Let us try to relate these groups of examples. It is the presence of the 
element for under C that enables the overt NP subject him to survive. When 
for is absent the subject pronoun must also disappear (24). Which property 
of for could be used to explain these phenomena? 

In (23), the preposition for occupies the head position of CP. We call for 
in such examples a prepositional complementizer. For is a preposition, hence 
an ACCUSATIVE case assigner (see sections 2.1 and 2.2.1) .  We shall argue 
that the role of for is indeed to case-mark the subject him. The next question 
is why there should be any need for suc� a case on the NP. 

Let us postulate that there is a universal requirement that all overt NPs 
must be assigned abstract case, the case filter. 

25 Case filter 
Every overt NP must be assigned abstract case. 

This requirement is called a filter because it 'filters out' any construction 
containing an overt NP which is not assigned case. We assume, from now 
on, that the case filter applies to all overt NPs. The reader may observe that 
a filter such as (25) does not explain anything. It merely states that a certain 
type of construction is ungrammatical, without attempting to explain why 
this should be so. In section 6 we shall try to link the case filter to other prin­
ciples of the grammar. 

(2Ia) and (22a) are ungrammatical, but can be saved either by insertion 
of the case assigner for or by omission of the overt subject. Our hypothesis 
will be that (21a) and (22a) are ungrammatical because to, the non-finite I 
of the infinitival clause, cannot assign case to the [Spec, IP]. Finite I, which 
is [+Tense, +AGR], assigns NOMINATIVE case and contrasts with non­
finite I which is [-Tense, -AGR] and does not assign case. (21a) and (22a) 
are ungrammatical because they violate the case filter. 
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The case filter has nothing to say about the subject of the infinitives in (24) 
since these sentences lack an overt NP subject (see chapters 5 and 8 for the 
discussion of infinitival clauses without overt subject). 

The prepositional complementizer for in (23) case-marks the subject NP of 
the infinitival clause: (23) passes the case filter and is grammatical. However, 
caution is needed with respect to such an analysis of (23) .  We have said that 
case is assigned under government. Hence we would like to be able to say 
that. the case assigner for governs him, the subject of the clause which it intro­
duces. Consider (26): 

26 

CP 

I 
e -

r------
C JP 

� 
NP I '  

� 
VP 

I 
V '  

� 
V NP 

I � 
For him to attack him 

IP 

I '  

� 

would 

VP 

V '  

1\ 
V AP 

� 
be surprising 

The question could be raised how come for can case-mark the NP in [Spec, 
IP]. If maximal projections are barriers for government (cf. (11 »  then fot 
should not be able to govern into its complement IP. We will assume that IP 
is not a barrier. Observe that I, the head of the infinitival lP, is a functional 
head which has the feature composition [-AGR, -Tense]. In ( l 1b) we did not 
list non-finite I among the governors. As a first approximation, let us say 
that non-finite I is 'weak', it is not a governor and that · its projection IP 
cannot block outside gove unent. Hence for can govern into non-finite IP 
and case-mark its subject. Ubserve that we should ensure that in (26) the 
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finite inflection of the matrix clause (past tense, third person singular) will 
not be able to govern into the lower clause to assign nominative case to the 
subject: 

27 la *For he to attack Bill] was illegal. 

We shall assume that while the infinitival IP is not a barrier for outside 
government, CP, whose head is for, is a barrier for government. In chapter 
10 we return to the definition of barriers. If NOMINATIVE case is assigned 
by virtue of specifier-head agreement between the subject NP and a finite 
INFL, then (27) will also be excluded. The NP he does not have the required 
specifier-head relation with the matrix I, rather he is the specifier of to, the 
subordinate non-finite I. 

2.2.2.2 Exceptional Case-marking Continuing the examination of subjects 
of infinitives in English, we turn to (28): 

28 John believes [him to be a liar]. 

In (28) believe takes an infinitival clause as its internal argument. The first 
question we may ask is which label to assign to the bracketed string: is the 
relevant constituent an JP or a CP? One argument in favour of the IP hypothe­
sis is that it is not possible to insert the complementizer for, which is typical 
for infinitival clauSes, in front of the subordinate clause:' 

29a ·John believes for him to be a liar. 
29b ·John believes very much for him to be a liar. 

(28) will have the syntactic representation (30): 

Believe may also take a finite CP as its complement: 

(i) I believe la that !JP he is a liar)). 
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30 IP 
� 

NP I '  
r----. 

VP 
I 

V '  
� 

V IP /r---___ - I ' 

NP 1 VP 

� � V NP 
I L::::.. 

John -s believe him to be a liar 

The question we address here is how him can satisfy the case filter, i.e. be 
assigned (ACCUSATIVE) case. Our hypothesis (see the discussion of (21 )  and 
(22))  was that infinitival I is not a case assigner. The obvious candidate for 
case-marking him in (30) is the transitive verb believe: 

3 1  1 believe this story. 

In (31)  believe case-marks the NP this story. On die basis of our previous 
discussion it is plausible that believe can assign case to him, the subject of the 
complement IP. Believe is separated from him by a maximal projection, in­
finitival IP. By assumption, infinitivaI IP will not constitute a barrier for 
outside government and hence believe can assign case to the relevant NP. 

The situation in which a verb like believe can govern into an IP and assign 
case to its subject NP is often referred to as exceptional case-marking ab­
breviated as ECM. 

As a final illustration consider the following examples: 

32a I know lIP John to be the best candidate). 
32b I don't know la whether lIP -to go to the party]]. 
32c ·1 don't know b whether lIP John to go to the party)]. 
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(32a) is parallel to (30 ) . Know takes an IP complement, governs into the 
maximal projection IP and case-marks John. In (32b), the presence of 
whether indicates that we have an infinitival clause of the type CP. In this 
example, there is no overt subject in the infinitival clause (see chapter 5 for 
non-overt subjects in infinitival clauses), thus the case filter (Z5) does not 
come into play with respect to the subject NP of the lower clause. In (32c) 
know again takes a clausal CP complement (witness the presence of whether) .  
In this example the infinitival clause contains an overt NP subject John. The 
sentence is ungrammatical because it violates the case filter. Infinitival to is 
assumed to be unable to assign case. The potential case assigner know is 
separated from the relevant NP by the maximal projection CP, which is a 
barrier (see also the discussion in chapter 10) .  

2.2.2.3 Small Clauses In chapters 1 and 2 we have briefly discussed the 
structure of small clauses, illustrated in (33) .  

33a Maigret considers [the taxi driver [entirely innocent)) .  
33b I consider [Maigret [an inspector of  great value)) .  
33c I consider [your proposal [completely out of the question]]. 

Given the case filter the subject NPs of the small clauses in (33) must be 
case-marked. The small clauses themselves do not contain a case-marker. 
Consider, for instance, the simplified syntactic representation of (33a): 
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33d IP 

� 
NP 

[Pres] 

I '  

VP 

V '  

V AGRP 

consider 

NP AGR ' 

� 
AP 
r--... 

Spec A ' 

A 

I 
the taxi [masc sg] entirely innocent 
driver 

We adopt the hypothesis discussed in chapter 2 that small clauses are pro­
jections of a functional head AGR. By analogy with the argumentation used 
in section 2.2.2.2 we deduce that the AGR head of a small clause fails to 
assign case. This as.sumption would account for the ungrammaticality of 
(34a) in contrast with the grammatical example (34b): 

34a ["The taxi driver entirely innocent] was believed by everyone. 
34b [That the taxi driver is entirely innocent] was believed by everyone. 

(34a) is ungrammatical because the subject of the small clause, the taxi 
driver, lacks case. In (34b) the finite INFL on is assigns NOMINATIVE case 
to its subject. Let us say that, like non-finite I, small clause AGR is too weak 
to case-mark its subject. We propose that in (33d) it is the verb consider 
which case-marks the subject of the small clause. Witness the fact that if we 
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replace the small clause subject by a pronoun it will have the ACCUSATIVE 
form. If V can case-mark .the subject of the small clause this implies that the 
small clause AGRP also is not a barrier for an outside governor.7 

2.3 Summary 

To sum up this section: we have argued that overt NPs are subject to the case 
filter: they must be assigned abstract case. We have discussed two instances 
of abstract case: NOMINATIVE and ACCUSATIVE. ACCUSATIVE case is 
assigned by a governing V or P, NOMINATIVE case is assigned by I, under 
government, or by specifier-head agreement. In order to account for case 
assignment to the subjects of infinitival clauses we have adopted two hypo­
theses: (i) non-finite I is not a case assigner; (ii) infinitival JP is not a barrier 
to outside government. Subjects of small clauses are also case-marked by an 
outside governor. Again we assume that (i) the small clause AGR is not a case 
assigner, and (ii) the AGRP which constitutes the small clause is not a barrier 
for government. 

3 Adjectives and Nouns 

3.1  Of-insertion 

So far we have looked at case assignment by finite I - NOMINATIVE - and 
by verbs and prepositions (including for) - ACCUSATIVE. Nouns and adjec­
tives are not case assigners in English: 

35a Poirot envies Miss Marple. 
35b "Poirot is envious Miss Marple. 
35c Poirot is envious of Miss Marple. 
35d "Poirot's envy Miss Marple 
35e Poirot's envy of Miss Marple 

All the examples in (35) contain a main predicate morphologically and 
semantically related to the verb envy. In (35a) envy, the verb, is used; in (35b) 

The reader will observe that the data discussed here will also be subject to impor­
tant revisions if we assume with Chomsky (1992) that all case assignment (or case­
checking as it is called) is done under specifier-head relations (cf. footnote 5). 
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and (35c) we find the related adjective envious; in (35d) and (35e) the noun 
envy. 

Let us consider how the case filter (25) applies to these examples. In (35a) 
case assignment is straightforward: Poirot is assigned NOMINATIVE by the 
finite inHection and Miss Marple is assigned ACCUSATIVE by the transitive 
verb envy. 

(35b) is ungrammatical. If we compare it with the grammatical (35a) the 
only difference is that we have replaced the verb envy by the adjective en­
vious. Apparendy (35b) can be rescued by the insertion of the preposition of 
as seen in (35c). How can we account for these data? 

This situation is reminiscent of that discussed in section 2.2.2.1 .  We saw 
there that the prepositional complementizer for rescued sentences (21a) and 
(22a) and we argued that for was needed in order to guarantee that the subject . 
NP of the infinitival clause would receive case. 

We shall try to explain the ungrammaticality of (35b), without of, and the 
grammaticality of (35c), with of, also in terms of the case filter. If adjectives 
like envious cannot case-mark their complement then (35b) is ruled out by 
the case filter since the NP Miss Marple will not be assigned case. 

We also posit that English has a default procedure to rescue sentences like 
(35b) which consists of inserting the preposition of in front of the NP. We 
refer to this procedure by the term of-insertion. Like any other preposition, 
of can assign ACCUSATIVE case and thus will avoid a case filter violation: 
in (35c) Miss Marple is case-marked by of. 

Let us turn to (35d) and (35e). First of all we see that these NPs contain 
a GENITIVE NP, Poirot's, in front of their head N. We shall not discuss 
GENITIVE assignment in the pre-nominal position. Let us assume that there 
is an element POSS in the specifier position of NPs which is able to assign 
GENITIVE to the NP in that position.8 

We turn to the post-nominal complement of envy, the NP Miss Marple. 
Analogously to (35b) and (35c), we shall try to account for the ungrammati­
cality of (35d) and the grammaticality of (35e) in terms of case theory. If 
nouns fail to assign case to their complements (35d) violates the case filter. 
Of-insertion in (35e) enables the complement NP to receive case. 

3.2 Failure of Of-insertion 

We consider case assignment as a structural property of verbs, prepositions 
and INFL. We assume that these heads are case assigners and will case-mark 

B The interested reader is referred to the discussion in Chomsky (1986a: 190) and 
the references cited there. See also Abney (1987). 
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any NP they govern. We also postulate that infinitival I is not a case assigner 
and that infinitival JP is transparent for outside government, hence for out­
side case-marking. 

Let us now again turn to predicates with clausal complements. 

36a I believe [that [John is honest]] . 
36b my belief [that Uohn is honest]] 
36c I believe [John to be honest] . 
36d ·my belief [John to be honest] 
36e "my belief [of John to be honest] 

37a Emsworth is proud of [the pig] . 
37b "Emsworth is proud [the pig] . 
37c Emsworth is proud [that [the pig has won]]. 
37d *Emsworth is proud [the pig to have won]. 
37e "Emsworth is proud [of the pig to have won] .  

In (36a) the verb believe takes a tensed CP a s  its complement. The subject 

of the lower clause John is assigned NOMINATIVE case by the finite INFL. 
In (36b), similarly, the noun belief takes .a finite CP complement and the same 
mechanism of case assignment applies. (36c) exemplifies ECM: the verb believe 
governs into ·the complement IP and assigns ACCUSATIVE to John� in (36d) 
we see that ECM is not possible with nouns. The ungrammaticality of this 
example is expected if we assume that nouns are not case assigners. However, 
we have seen that" in other examples in which noun heads fail to assign case, 
a default mechanism of of-insertion applies to rescue NPs which would oth­
erwise end up caseless (see (35) above) .  As (36e) shows, of-insertion cannot 
rescue (36d) . 

A similar pattern is found with the adjectival complementation in (37). 
(37a) illustrates obligatory of-insertion (d. (37b» . In (37c) the subject of the 
finite complement clause will be assigned NOMINATIVE by the :finite inflec­
tion. In (37d) the adjective takes an IP complement. By assumption, infinitival 
IP is not a barrier for government by the adjective proud but this is not 
sufficient to save the construction since adjectives are unable to assign case. 
Again, as was the case for noun complements, the default mechanism of of­
insertion (operative in (37a» ) can apparently not be used to save (37d). 

In Knowledge of Language Chomsky (1986a) offers an explanation for the 
fact that of-insertion is not allowed in (36e) and (37e). Chomsky's solution 
USes a contrast between two types of case assignment. So far we have as­

sumed that all case was dependent on purely structural relations. Specifically 
We assumed that the structural relation government is a sufficient condition 
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for case-making . Chomsky distinguishes two types of case assignment: 
structural case assignment, which depends solely on government, a configur­
ational property, and inherent case assignment, which is dependent on two 
conditions: (i) theta role assignment, and (ii) government: 

38 Inherent case condition 
If A is an inherent case assigner, then A assigns case to an NP if and only 
if A theta-marks the NP. 
(Chomsky, 1986a: 194) 

Chomsky proposes that nouns and adjectives assign GENITIVE case inher­
ently and that rather than assigning structural case, as we implied previously, 
of is the overt reflex of an inherent GENITIVE case. In English an inherent 
GENITIVE in the complement of NP or AP is realized by means of a pre­
position of which assigns ACCUSATIVE case. There is thus a mismatch be­
tween the abstract GENITIVE case assigned inherently by the noun or the 
adjective, and the overt realization by means of a preposition which assigns 
ACCUSATIVE.9 

The inherent case condition (38) entails that nouns such as envy or belief 
and adjectives such as proud will only be able to assign the inherent GENI­
TIVE to NPs which they also theta-mark. The NP the pig can be assigned 
inherent case in (37a) because it is theta-marked by the A proud. On the other 
hand, in the examples where the noun belief and the adjective proud take a 
sentential complement the noun or adjective cannot assign GENITIVE case 
to the subject of the complement clause since the noun or adjective does not 
assign a theta role to the relevant NPs. In (36d), for instance, the noun belief 
assigns a theta role to the entire clausal complement and not to the NP John. 

The distinctive property of inherent case is that it is sensitive to thematic 
relations and to the structural condition of head-government. Structural case, 
in contrast, is merely subject to structural requirements and is blind to the­
matic relations. If a structural case assigner governs an NP it can case-mark 
it whatever its thematic relation with that NP. We return to inherent case in 
the next section and in section 5.4. 

3.3 Inherent Case in German: Some Examples 

It is generally assumed that inherent case is rather restricted in English (see 
Kayne, 1984), but other languages have a more developed system of inherent 

, The interested reader is encouraged to read Chomsky (1986a: 186-204), which 
contains an accessible discussion of GENITIVE in English. 
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case. The DATIVE and GENITIVE in German are also assumed to be in­
stances of inherent case .. 1n this section we briefly illustrate DATIVE and 
GENITIVE in German: 

39a Sie hilft ihm. 
she helps him (DAT) 

39b Er ist seinen Grundsatzen treu. 
he is his principles (DAT) faithful. 
(Haider, 1984: 68) 

39c Er schreibt mit einem Bleistift. 
he writes with a pencil (DAT) 

40a Sie gedachte vergangener Freuden. 
she remembered past joy (GEN) 

40b Dieser Mann muss des Franzosischen machtig sein. 
this man must French (GEN) in command be 
(Haider, 1984: 68) 

40c das Lied des Kindes 
the song of the child (GEN) 

Whether a verb, adjective or preposition assigns DATIVE or GENITIVE 
has to be learnt for each individual item. Hence this property is arguably pan 
of its lexical entry. We shall assume DATIVE and GENITIVE are assigned 
inherently. This means that these cases are associated with internal theta role 
assignment. Let us try to be a little more precise� Suppose we say -that the 
inherent DATIVE case of helfen ('help'), for instance, is associated with the 
internal theta role in the lexicon. The lexical entry for helfen is then as in 
(41): 

41 helfen: verb 

1 2 
DATIVE 

In our discussion of passivization below (section 5) we shall provide some 
suppon for the distinction between inherent case and structural case. 

We have already mentioned that languages vary with respect to the oven 
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morphological realization of abstract case. Another distinction to be made 
between languages is in terms of the extent to which heads assign inherent 
case. 

4 Adjacency and Case Assignment 

Consider the following examples: 

42a Poirot speaks lNP English] fluently. 
42b "Poirot speaks fluently [NP English]. 
42c Poirot sincerely believes lw English to be important]. 
42d "Poirot believes sincerely lw English to be important]. 
42e . Poirot believes sincerely [er that English is important]. 

In (42a) the verb speak takes an NP complement English and VP further 
includes an adjunct fluently. The NP Poirot is case-marked by the finite INFL; 
the NP English is case-marked by the transitive verb. In (42b) the constitu­
ents of the sentence are not altered and yet the sentence is ungrammatical. 
The only contrast with (42a) is that the V speak and the complement NP 
English are no longer next to each other or adjacent. 

A similar pattern is found in (42c) and (42d). In both sentences believe 
takes an IP complement. In (42c) the verb believe case-marks the subject NP 
of the lower clause (English) and the sentence is grammatical, while in (42d) 
the non-adjacency of the verb and the NP to which it should assign structural 
case leads to ungrammaticality. 

The data in (42) have led linguists to propose that government is not a 
sufficient condition for case assignment in English and that a further struc­
tural requirement is that the case assigner arid the element to which case is 
assigned should be adjacent.lo By the adjacency requirement case assigners 
must not be separated from the NPs which they case-mark by intervening 
material and hence (42b) and (42d) are ungrammatical. In (42b) the verb 
speak would not be able to case-mark the NP English because there is 

10 The adjacency condition on case assignment was first proposed by Stowell (1981 ). 
Recent developments of the theory cast some doubt on the application of this 
principle. On the one hand, it is being proposed (Chomsky, 1992) that all case 
assignment relations depend on specifier head agreement rather than on govern­
ment by a case assigning head. On the other hand, we shall see in chapter 11 that 
the ungrammaticality of an example such as (42b) may well be due to other 
factors. 
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intervening material; the NP English will violate the case filter (25). In (42d) 
the verb believe must case-mark the subject of the non-finite clause, hence 
ought not be separated from it� again the NP English violates the case filter. 

The adjacency requirement has nothing to say about (42e). On the one 
hand, a finite clause does not need to be case-marked. The case filter applies 
to NPs, not to clauses. On the other hand, the subject of the finite clause, the 
NP English, will satisfy the case filter because it receives NOMINATIVE 
from the finite I. 

In the examples in (43) the interaction of the case filter and the adjacency 
requirement on case assignment will again account for the judgements given. 
We leave the reader to work out these examples. 

43a I prefer [the boys to leave first]. 
43b "I prefer very much [the boys to leave first]. 
43c I prefer very much [for [the boys to leave first]]. 
43d I prefer very much [that [the boys should leave first]]. 

It might appear as if the adjacency requirement on case assignment cannot 
be a linguistic universal. Consider, for example, the following Germanll 
example: 

44a· dass Poirot diesen Roman gestern gekauft hat 
that Poirot this novel yesterday bought has 

11 At first sight the French examples in (i) might seem to illustrate the same phenom­
enon: 

(ia) Jean mange souvent du chocolat. 
Jean. eats often chocolate 

(ib) Jel\n mange tous les jours du chocolat. 
Jean eats every day chocolate 

(ib) can be assimilated to the text examples (44). Again there is a variant for this 
sentence, (ic), where the object NP is adjacent to the verb and hence one could 
assume that (ib) derives from (ic) by movement of the direct object: 

(ic) Jean mange du chocolat tous les jours. 

But there is no such variant for (ia): 

(id) -Jean mange du chocolat souvent. 

We consider the position of souvent in chapter 11. 
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In (44a) the direct object NP diesen Roman is not adjacent to the transitive 
verb gekauft ('bought'); if the direct object NP is assigned case by the tran­
sitive verb then (44a) should lead to a violation of the adjacency condition 
on case assignment. (44a) has a variant where the direct object is adjacent to 
the verb. 

44b dass Poirot gestem diesen Roman gekauft hat 
that Poirot yesterday this novel bought has 
'that Poirot bought this novel yesterday' 

One possibility that we can pursue is to propose that (44a) is related to (44b). 
In fact we could say that (44a) can be derived from (44b): the idea would be 
that the object NP diesen Roman has been moved leftward in (44a). The 
movement of the object NP within a clausal domain is referred to as scrambling. 
We do not go into this point in any detail here. We shall return to movement 
operations in more general terms in chapters 6 and 7. 

Another problem arises for examples such as (45): 

45 John really did go there. 

In (45) we assume that the finite INFL on did will assign NOMINATIVE to 
the subject NP John. If there is an adjacency requirement on case assignment 
then it is surprising that John can be separated from did by the intervening 
adverb really. One strategy would be to assume that in (45) too, John in fact 
originates in the position to the immediate left of did and is moved across the 
adverb. Another possibility is to restrict the adjacency condition on case 
assignment to case assignment under government and to say that NOMINA­
TIVE case assignment in (45) is not dependent on government but rather that 
it depends on the specifier-head relation between (Spec, IP] and INFL. We 
could then say that when case is assigned in a specifier-head agreement con­
figuration the adjacency condition is not relevant. 

5 Passivization: Preliminary Discussion 

This section contains an introductory description of passive sentences. We 
return to the discussion of passive in chapter 6. At this point we mainly wish 
to alert the reader to the salient features of passive and their relation to case 
theory. 
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S.l Passivization and Argument Structure 

Let us return to some of the earlier examples of case assignment. 

46a Italy beat Belgium in the semi-finals. 

181 

According to the case filter (25) all overt NPs in the sentence above must 
be assigned case. The reader can verify that the case filter is satisfied in (46a). 
Now consider (46b), the passive pendant of (46a). 

46b Belgium were beaten in the semi-finals. 

The effects of passivization will be familiar from the traditional literature. 
First, passivization affects the morphology of the verb: in (46b) the verb beat 
turns up in its participial form and is accompanied by the auxiliary be. 

Furthermore, in the passive sentence the AGENT of the activity is not 
expressed by an NP in an A-position. If we wish to refer to the AGENT of 
the action we need to use an adjunct pp headed by the preposition by, which 
itself carries the notion of AGENTIVITY. 

47 Belgium were beaten by Italy in the semi-finals. 

In (47) by assigns the theta role AGENT to the NP Italy. That the AGENT 
role need not be expressed in (46b) is rather puzzling. In chapter 1 we 
introduced the projection principle which posits that syntactic structure is 
determined by lexical properties. We also adopted the theta criterion requir­
ing that each theta role associated with a predicate be assigned to some 
argument (an NP or a clausal complement). In (46a) the main predicate is the 
verb beat whose argument structure is given in (48): 

48 beat: verb 

! 2 
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(46a) satisfies the theta criterion and the projection principle. The NP Italy 
is assigned the external theta role ( 1 )  - AGENf - and the direct object NP 
Belgium is assigned the internal theta role (2) - PATIENf. 

The situation in (46b) is less clear. We clearly have the same predicate beat 
which has the same meaning as in (46a) and thus should have the theta grid 
(48). In (46b) there is only one argument to theta-mark, the NP Belgium, the 
subject of the sentence. Intuitively, it seems wrong to assign the external 
AGENf role to the NP Belgium. In (46b), just as in (46a), the NP Belgium 
does not refer to the AGENf of 'beat', i.e. the entity that initiates the activity, 
but rather to the one that undergoes it, i.e. this NP is assigned the PATIENf 
role. Thus we conclude that the AGENf role ( 1 )  is not assigned to an NP 
in an A-position. It will be taken as a crucial property of passive verbs that 
they fail to assign the external theta role to an NP in an A-positi6n. 

However, in (46b) we 'feel' that there is an implied AGENf, 'someone beat 
Belgium'. Jaeggli ( 1986) and Roberts (1 987) propose that the AGENf role 
is not absent in passive sentences, rather, they claim, it is absorbed by the 
passive morphology on the verb. The external theta role cannot be assigned 
to an NP in an A-position because it is absorbed by the passive ending. When 
the AGENf needs to be expressed overtly, it is expressed by means of an 
adjunct pp with by, as in (47). 

Let us look at some more examples: 

49a Everyone believes that Bertie is a liar. 
49b It is widely believed that Bertie is a liar. 

The properties associated with passivization and discussed with respect to 
(46b) also obtain in (49): 

( i) the verb occurs in a participial form (believed) with be; 
( ii) the external theta role is not assigned to an NP. 

In (49b) the subject position is occupied by it, an expletive, i.e. an element 
lacking a theta role (cf. the discussion of expletives in chapter 1 ). The exple­
tive is allowed in the subject position precisely because the external theta role 
of believe is not assigned to an NP in this position. 

5.2 Case Absorption 

If we compare (46) and (49b), the question arises why we could not also 
introduce an expletive in the subject position of a passive sentence like (46) 
and leave the complement NP in the VP-internal position: 
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SOa "It was beaten Belgium. 
SOb "There was beaten" Belgium. 
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The difference between (50) and (49b) is minimal: in the ungrammatical 
(50), the verb assigns the internal theta role to the NP Belgium, in (49b) the 
internal theta role is assigned to a clausal complement that Bertie is a liar. 
But what could explain their different status? The ungrammaticality of (SOa) 
may be explained because it as an expletive has to be in construction with 
clauses and not with NPs (see chapter 1). Let us turn to (SOb). In our account 
NPs have one crucial property that distinguishes them from clauses: NPs need 
case. We capitalize on this difference and try to explain the ungrammaticality 
of (SOb) in terms of case theory. We shall assume that a passivized verb loses 
the ability to assign structural ACCUSATIVE case to its complement.12 In 
chapter 6 we link the absorption of the external theta role to the absorption 
of structural case. 

Given the assumption that passive verbs absorb structural case the ungram­
maticality of (SOb) follows. The object NP Belgium will not be able to receive 
ACCUSATIVE case from the verb beaten. Hence (SOb) violates the case filter: 
the object NP fails to be case-marked. Given this assumption, (SOa) will also 
be ruled out for case reasons: here too the NP Belgium cannot be assigned 
ACCUSATIVE case. 

The only way to rescue these sentences is to allow the complem�nt of the 
verb to receive case in another position in the sentence. The obvious can­
didate is the [Spec, IP] position to which NOMINATIVE case is assigned by 
the finite INFL . .The [Spec, IP] position is available in passive sentences be­
cause the external argument of the predicate, which is associated with the 
[Spec, IP] position in active sentences, is not assigned to an NP in an A­
position. The object NP is thus moved to the subject position. Movement of 
the clausal complement of believe to the subject position is also possible: 

51 [er That Bertie is a liar] is widely believed. 

This movement is not obligatory, given that clausal arguments are not subject 
to tb,e case filte�.u Movement of an NP from the object to the subject position 

r 12 We have said that in passive sentences the external theta role is implicit. Following 
Jaeggli (1986) and Roberts (1987) we say that the external theta role is absorbed 
by the verb morphology. This means that it is 'pr�t' in the sentence. Some 
evidence for this"proposal is that the adverbial widely ird49b) seems to modify 
the implicit external theta role of believed. Jaeggli (1986) and Roberts (1987) pro­
pose that the passive morphology absorbs the case because it also absorbs the 
thematic role. The absorbed case in fact is associated with the absorbed theta role. 

13 Koster (1987) provides important evidence that the clause in (51) is not in the 
specifier position of JP. See also chapter 1 above, footnote 14. 
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in passive sentences is obligatory because this is the only way that such NPs 
can pass the case filter.14 

Consider the examples in (52): 

52a I believe [Emsworth to have attacked Poirot]. 

� � 
52b I believe [Poirot to have been attacked]. 

� 
52c *It was believed [Emsworth to have attacked Poirot]. 

ACC t 
52d It was believed [that [Emsworth had attacked Poirot]]. 

tNOMI 
(52a) illustrates ECM. In the non-finite subordinate clause the external argu­
ment of attack is assigned ACCUSATIVE by believe, and the internal argu­
ment Poirot is assigned ACCUSATIVE by the active V attacked. In (52 b) the 
verb attacked is passive. The external argument is not expressed. We have 
proposed that passive verbs cannot assign ACCUSATIVE. Hence, in order to 
pass the case filter the NP Poirot must be moved to the [Spec, IP] position 
of the non-finite clause where it can be assigned ACCUSATIVE case by the 

14 The reader may have observed that one may find passive senten<;es where the NP 
which receives the internal theta role is not in [Spec, IP]: 

(i) There were attacked INP no fewer than three robbers]. 

If the passive verb is unable to assign case, how then does the bracketed NP pass 
the case filter? The answer to this question is complex and involves a discussion 
of the existential construction with there. One approach would be to adopt Belletti's 
(1988)  account. Belletti proposes that passive verbs absorb the capacity to assign 
structural case, but that they may nevertheless assign an inherent PAR1TIIVE 
case. She argues further that the fact that only indefinite NPs are allowed in pat­
terns such as (i) is related to the fact that such NPs would have PAR1TIIVE case. 
The reader is referred to Belletti's own work for discussion. 
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verb believe. We return to movement operations in section 6.2 and in chap­
ters 6 and 7. The ungrammaticality of (52c) is due to the same reason as that 
in (SOb): the passive verb believed is unable to assign case, hence the NP 
Emsworth, subject of an infinitival clause, violates the case filter. The reader 
can verify for himself that (52d) passes the case filter. 

5.3 The Properties of Passivization 

Let us summarize the major syntactic properties of passivization so far 
established. We return to them at length in chapter 6 where we discuss the 
movement of the object NP in much greater detail. Passivization has the 
following properties: 

(i) the verb morphology is affected; 
(ii) the external theta role of the verb is absorbed; 

(iii) the structural case of the verb is absorbed; 
(iv) the NP which is assigned the internal theta role of the passive verb 

moves to a position where it can be assigned case; 
(v) the movement of the NP is obligatory in view of the case filter; 

(vi) the movement of the NP is alfowed because the subject position is 
empty. 

The question arises whether these properties are in any way related, i.e. if 
one property can be said to be dependent on, i.e. explained by, another prop­
erty. If this is not the case then we would have to assume that a child 
acquiring a language will have to learn all six properties above one by one. 

As mentioned above, Jaeggli (1986) and Roberts (1987) have proposed 
that properties (i) and (ii) can be linked by saying that the external theta role 
of the passivized verb is absorbed by the passive morphology. In chapter 6 
we shall see that property (iii) can be linked to property (ii). The reader can 
check that (iv) is a consequence of the combination of (i), (ii) and (ill) and 
the case filter. Similarly, (v) and (vi) follow from property (ill), the case filter 
and .. the fact that the subject position is empty because there is no external 
arg�ent (ii). 'fhe connection between the properties listed above is important. 
It means that a child acquiring a language will not have to learn all the 
properties above. Once (i) and (ii) are established, for instance, all the other 
properties can be deduced. If we adopt the proposal, due to Jaeggli (1986) 
and to RobertS (1987), that (i) and (ii) are also related, then all a child needs 
to do is identify the passive morphology (i). 

As it stands we have treated the properties listed above as specific to the 
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passive construction. Chapter 6 will show that these properties are not only 
found in passive sentences, they are not construction-specific, but they can be 
found in other types of sentences. 

5.4 Passive and Inherent Case 

5.4.1 GERMAN 

We have introduced the contrast between inherent and structural case in 
section 3. In this section we provide some further illustration of the differ­
ence between the two types of case. We shall see that passivization of a verb 
affects its potential for assigning structural case but does not have any effect 
on the inherent case assigning properties. 

Consider the following examples: 

53a Sie sieht ihn. 
ACCUSATIVE 

She sees him. 
53b Er wird gesehen. 

NOMINATIVE 
He is seen. 

53c "Ihn wird gesehen. 

ACCUSATIVE 
Him IS seen. 

54a Sie hilft ihm. 
DATIVE 

She helps him. 
54b ·Er wild geholfen . 

NOMINATIVE 
He is helped. 

54c Ihm wild geholfen. 

DATIVE 
him is helped 

55a Sie gedachte vergangener Freuden. 
GENITIVE 

she remembered past joy 
55b Vergangener Freuden wurde gedacht. 

GENITIVE 
past joy was remembered 
(from Haider, 1985: 68) 
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The examples in (53) are predicted by the properties of passivization dis­
cussed above: passive gesehen absorbs the external theta role assigned to Sie 
in (53a) and it cannot assign ACCUSATIVE case. Hence (53c) is out: there 
is no ACCUSATIVE to assign. In (53b) the internal argument NP of gesehen 
is assigned NOMINATIVE by INFL. 

(54) and (55) show that apparently only-ACCUSATIVE is absorbed: 
DATIVE and GENITIVE survive under passivization. In order to explain this 
property of German we shall use our hypothesis (section 3.3) that the DA­
TIVE and GENITIVE in German (54) and (55) are instances of inherent case. 
Passivization alters the theta grid for the verb in that it absorbs the external 
theta role. But, crucially, this need not affect the properties of the internal 
theta role. We assume that inherent case, which is associated with the inter­
nal theta role, is unaffected by passivization. H DATIVE is an inherent case 
then the pattern in (54) is accounted for. H GENITIVE case is inherent then 
the pattern in (55) follows. IS 

5.4.2 1HE DOUBLE OBJECf CONSTRUcnON IN ENGliSH: 
DISCUSSION 

If it is a property of inherent case that it survives passivization then it could 
be argued that GENITIVE is not the only inherent case in English. Consider 
(56). 

$6a I gave John a book. 
56b John was given a book. 

In this chapter, we have not said anything about verbs like give in (56a) which 
appear to take two internal arguments. These are subject to much discussion. 
The questjon we address here is how both VP-internal NPs in (56a) are 
assigned case. 

From passive (56b) we deduce that the NP John must receive structural 
case in the active sentence (56a): in the passive sentence it loses its ACCU­
SATIVE and is assigned NOMINATIVE. English contrasts in this respect 
with many other languages where the indirect object cannot be nominativized 
,in tbe passive. , 

r 

57 German 
57a Ich gab ihm ein Buch. 

I gave him (DAT) a book 

IS For a discussion of the German case system, see Haider (1985) and the references 
cited there. 
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57b "Er wurde ein Buch gegeben. 
he (NOM) was a book given 

57c Ihm wurde ein Buch gegeben. 
him (DAT) was a book given 

58 French 
58a Je donne un livre a Jean. 

I give a book to Jean 
58b Je lui donne un livre. 

I to-him give a book 
58c *JeanlIl est donne un livre. 

JeanJhe is given a book 

Kayne (1984) argues that English has lost inherent DATIVE case and that 
the indirect object in (56a) is assigned a structural ACCUSATIVE through the 
intermediary of the verb. In French and German the idea would be that the 
indirect object receives DATIVE and that passivization does not affect 
DATIVE. 

The direct object a book in (56) is a problem, though. If it is assigned a 
structural ACCUSATIVE by the active verb give in (56a) then it is not ob­
vious why the ACCUSATIVE is not affected by the passivization. If the NP 
a book is not assigned ACCUSATIVE by the verb, then what is its case? One 
approach would be to say that in (56a) 

'
the direct object is inherently case­

marked. Inherent case is not lost under passivization.16 

6 Visibility 

6.1 Explaining tbe Case Filter 

The case filter (25) applies to all overt NPs and filters out those overt NPs 
that lack abstract case. Remember that case can be either structural or inher­
ent. LingUists have tried to explain this filter by relating it to other properties 
of the grammar. One hypothesis is based on the observation that, following 

16 The issue of the double object construction is a very interesting one and we cannot 
go into all the details of the discussion here. The reader is referred to work by 
Chomsky (1981a: 170-1), Czepluch (1982), Haegeman (1986b), Kayne (1984), 
Larson (1988), Roberts (1983) and the literature cited by these authors. Most of 
these texts will be accessible once we have covered cnapter 6. 
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the theta criterion, argument NPs must be assigned a theta role. The idea is 
then that a predicate can only assign a theta role to NPs that are visible. 
Abstract case renders an NP visibleP 

Under this view, the case filter is no longer an independent property of the 
grammar. Rather it derives from the visibility requirement on NPs. This prop­
erty in itself is related to theta theory: in order to be recognized as an argu­
ment of some predicate an NP must be made visible. Invisible NPs cannot be 
assigned a theta role. Hence, sentences in which we have argument NPs 
without case violate the theta criterion. Returning to our metaphor of the 
play, we could say that the argument NPs must be made visible by means of 
case in the way that the characters playing a part in a performance must be 
made recognizable by their outward appearance. If aU actors looked identical 
we would not be able to teU who is playing which part. NPs are licensed by 
virtue of their case properties. 

6.2 Movement and Chains (Introduction) 

The visibility hypothesis sketched in section 6.1 raises further questions with 
respect to passive sentences. We shall introduce the issue here and return to 
it in chapter 6. 

Consider: 

59 [IP Poirot [I' will [yp be attacked-J]]. 

tNOMI 
The major properties of passivization are listed in section 5.3. However, on 
closer inspection there remain important problems. 

Our hypothesis developed so far is that in (59) Po;rot is assigned 
NOMINATIVE case by the finite INFL. We assume that it is theta-marked 
by the (passive) verb attacked, the head of VP. In chapter 1 we postulated, 
though, that internal theta roles are assigned under govern.ment. In (59) there 
is no way that we can claim that the verb attacked governs the NP Po;rot in 
the subject position. The question is how the verb attacked can theta-mark 
Poirot. 

17 Chomsky (1981a: 170-83) discusses the link between visibility and case. This 
section will be accessible once we have read chapter 8. 

Baker (1988) proposes that the visibility requirement be replaced by a require­
ment of morphological identification, or m-identification. This can be achieved by 
case-marking. Baker also suggests other ways of m-identifying an NP. See Baker's 
work for discussion. The book presupposes most of the content of this book. 
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We have introduced the idea that abstract case is a condition on theta­
marking. In (59) Poirot, the internal argument of attacked, cannot remain inside 
the VP because it would fail to be assigned case, the passive verb having lost 
its capacity for assigning the structural ACCUSATIVE case. H Poirot lacks 
case, it is not visible and therefore cannot receive a theta role from the verb. 
Hence Poirot must move in order to be case-marked and become visible. We 
conclude that the NP Poirofis forced to move to [Spec, IP] and thus to leave 
the VP-intemal position in which it can receive its (internal) theta role. 

We seem to be in a dilemma: on the one hand, Poirot should sit inside the 
VP to receive the internal theta role from attacked, and, on the other hand, 
it must move out of the � to become visible and to be able to be theta­
marked. What we seem to want to say is that the NP Poirot must be present 
inside the VP headed by attack, in order to be assigned the internal theta role, 

and that it also must be moved out of the VP to the subject position where 
it can be assigned NOMINATIVE case. This looks like a desperate situation: 
we want Poirot to be in two positions simultaneously: 'a position in which it 
can be theta-marked, or a theta position for short, and a position in which 
it can be case-marked, a case position. However, the situation can be rescued. 
We sketch the solution informally below and return to it in greater detail in 
chapters 6 and 8. 

In order to maintain the idea that the internal theta role is assigned under 
government and the hypothesis that NPs are visible by virtue of being as­
signed case, !we shall capitalize on the fact that the NP is moved. Poirot starts 
out as the object of attacked. In a way, Poirot IS the object of attacked. Then 
the NP Poirot is moved to the subject position. At this point Poirot IS the 
subject of the sentence. As will be shown extensively in chapter 6, we are led 
to conclude that there are two levels of syntactic representation for (59): one 
before the movement and one after. When Poirot has left the object position 
there remains an unfilled position or a gap inside the VP of (59). 

We shall assume that the moved NP and the gap remain linked. Poirot is, 
as it were, chained to the VP-inteinal slot w4ich

\
it ha� deserte'(['The sequence 

of the two positions is referred to as a chainlWe shaJI provisio�ally represent 
the vacant position by an e, for empty\ We indicate that two positions are 
part of a chain by coindexation. In chapter 6 we return to representations 
such as (60) and to the concept chain. 

60 (.p Poirotj (r will (yp be attacked ej]]] 

We now propose that the internal theta role of attacked is not assigned to 
the NP Poirot as such, nor to the vacated position indicated by e in (60), but 
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that it is the chain consisting of the vacant position e and the subject NP 
which will be assigned the theta role. The chain of two elements is repre­
sented as follows: <NPj, ej>. 

In order to incorporate the ideas of visibility and chain formation we 
reformulate the theta criterion (chapter 1) in terms of chains. 

61 Theta criterion 
61a Each argument A appears in a chain containing a unique visible theta 

position P, and each theta position P is visible in a chain containing a 
unique argument A. 
(Chomsky, 1986a: 97) 

61b A position P is visible in a chain if the chain contains a case-marked 
position. 
(Chomsky, 1986a: 96) 

Let us assume that theta roles are assigned to positions, theta positions. 
One possibility is that an argument A appears in the theta position P. In this 
case it picks up the theta role in its position. We could say there is a one­
member chain. This situation is illustrated in (62): 

62 [IP The robber; [r -ed [vp attack PoirotJ 

I Theta role t 
ACCUSATIVE 

In (62) Poirotj is governed by attack. The NP is in its theta position and 
can pick up the theta role directly. The NP Poirot is in a chain with only one 
element, <Poirot;>. 

Alternatively, an argument NP has been moved out of P. It will form a 
cham'with the yacated position and it will pick up the theta role assigned to 
the position P"Via the chain. This is illustrated in (60). In this eJ!:ample, the 
relevant argument NP is Poirot; The NP is the internal argument of attack, 
but it has left the theta position in order to pick up NOMINATIVE case in 
the subject position. The moved NP forms a chain with the vacated position: 
<Poirotj, ej>. The chain is visible thanks to the NOMINATIVE case assigned 
to the highest position and is thus able to receive the internal theta role from 
attacked. 
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63 [IP Poirotj lr will [vp be attacked eJJJ. 

I' NOM IThou rok I 
From this first, admittedly sketchy, discussion, the reader can see that 

'empty positions' count as much in our theory as positions that are filled. 
This issue will become central from chapter 5 onwards. In chapter 6 we 
return to passivization and to chain formation. 

6.3 Case and NP-licensing 

Recall that we discussed the question as to whether the lexical information 
associated with a head should specify the categorial properties of its argu­
ments in chapter 1, section 7.1. We considered examples such as the following: 

64a I asked what the time was. 
64b I asked the time. 

65a I inquired what time it was. 
65b ·1 inquired the time. 

66a I wondered what time it was. 
66b ·1 wondered the time. 

It was proposed that we do not need to specify that verbs like ask, inquire 
and wonder select a CP, since CP is the canonical structural representation 
of questions. However, following Grimshaw (1979,1981) we suggested that 
perhaps non-canonical realizations of arguments should be specified lexically, 
so that the lexical information associated with ask could specify that this verb 
selects an NP complement. Wonder and inquire would lack that specification. 
NP complements which receive a question interpretation are called concealed 
questions. (65b) and (66b) are ungrammatical because they violate the categorial 
selection properties of the verbs, inquire and wonder respectively. 

However, using the notions of case theory developed in the present chapter, 
we might argue that in fact no categorial specification is needed in the lexical 
entries of predicates such as verbs. What could be said is the following: ask, 
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inquire and wonder all select a complement which is interpreted as a ques­
tion. In principle, questions can be realized both by CPs and by NPs. But if 
an argument is realized as an NP, then the NP will have to be assigned case. 
If we then specify that only ask can assign case, and that inquire and wonder 
are not case assigners, then it will follow that only ask, and not inquire or 
wonder, can actually take an NP complement. (65b) and (66b) would then 
not be excluded because they violate categorial selection but rather because 
the NP complement lacks case. \8 

7 Summary 

Case theory is the module of the grammar concerned with the distribution of 
NPs. The case filter imposes a requirement on the licensing of NPs: 

1 Case filter 
Every overt NP must be assigned abstract case. 

We distinguish abstract case from morphological case and we distinguish two 
types of abstract case: structural case (NOMINATIVE and ACCUSATIVE) 
and inherent case (the English GENITIVE and the German DATIVE and 
GENITIVE). V and P assign strUctural ACCUSATIVE under government. 
Finite I assigns NOMINATIVE case, either under government or by virtue of 
specifier-head agreement. Inherent case assignment depends also on theta role 
assignment. 

In our discussion we have used the following definition of government: 

2 Government 
A governs B if and only if 

(i) A is a governor; 
(u) A m-commands B; 

(iu); .,no barrier intervenes between A and B; 
where ; 
(a) governors are the lexical heads (V, N, P, A) and tensed I; 
(b) ma�al projections are barriers 

18 The proposal that c-selection can be made to fonow from ,case theory is due to 
Pesetsky (1982). For an evaluation of Pesetsky's propG"al see Rothstein (1992). 
This article win be accessible after we have studied the material in Cbapter 6. See 
also exercise 8 below. 
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A further requirement on case assignment is the adjacency condition. 
It is a property of passive verbs that they do not assign the external theta 

role to an NP in an A-position and that they lose the ability to assign struc­
tural case. However, passive verbs retain their capacity to assign case inherently 
(section 5). 

The case filter is not an independent principle of the grammar but can be 
related to theta theory via a visibility condition: in order to be theta-marked, 
an NP needs to be visible; in order to become visible an NP needs to be case­
marked. In order to maintain the requirement that an NP can only be theta­
marked if visible, i.e. when case-marked, we need to introduce the notion 
chain, which establishes a link between a theta position and a case position. 
The theta criterion is now defined in terms of chains. 

3 Theta criterion 
Each argument A appears in a chain containing a unique visible theta 
position P, and each theta position P is visible in a chain conta;ning a 
unique argument A. 
(Chomsky, 1986a: 97) 

8 Exercises 

Exercise 1 

Consider the examples below. How do the NPs acquire case? 

1 John left the university at noon. 
2 I expect him to have written the letter by Friday. 
3 For Jane to have bought the house is rather remarkable. 
4 It is odd that Bill should have refused the offer. 
S Rembrandfs picture of Saskia is remarkably well preserved. 
6 I want my coffee boiling hot. 
7 For him to have agreed to the proposal is surprising. 
8 Children should not treat their parents in this way. 
9 I want these demons�rators in jail by tomorrow. 

10 She thinks that Poirot will abandon the investigation. 
11 Poirot is anxious for the children to return to town soon. 
12 Miss Marple is aware of the problems. 
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13 Miss Marple has been contradicted by the inspectors. 
14 Maigret gave his.pipe to Janvier. 
15 The book was given to the best student in the class. 

Exercise 2 

195 

Consider the examples below. To what extent does case theory explain 
the contrasts in grammaticality? 

Poirot preferred very much for the detectives to destroy the 
evidence. 

2 Poirot believed Watson to be Incompetent. 
3 Poirot preferred the pOlice to destroy the evidence. 
4 *Poirot preferred very much the police to destroy the evidence. 
S * Anyone to destroy the evidence would be regrettable. 
6 *1 consider very much John to be a good candidate. 
7 They consider Maigret entirely incompetent. 

8 *It is considered Maigret entirely incompetent. 

Exercise 3 

It has been proposed (see section 6.1) that NPs need case because 
they need to ·be visible in order to receive a theta role. Discuss the 
problems raised for this approach by the following examples.19 

It is regrettable that John has left. 
2 I consider it to be regrettable that John has left. 
3 *1 consider very much it to be regrettable that John has left. 
4 It is thought that it is regrettable that John has left. 
S They thought it regrettable that John had left. 
6 *It is thought it regrettable that John has left. 
7<;,:·There wop't be many people at the meeting. 
S I don't eXpect there to be many people at the meeting. 
9 *1 expect very much there to. be many people at the rileeting. 

" For discussion see Davis (1986). 
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Exercise 4 

In section 4 we propose that structural case assignment is subject to 
an adjacency condition. This requirement will cause problems for the 
examples below. Discuss these problems. 

1 You should drink after every meal a glass of boiling hot milk with 
honey. 

2 Which detective would you like to invite? 
3 On the wall was hanging a large picture of Napoleon. 
4 French 

Quels livres a achete Jean? 
which books has bought Jean 
'Which books has John bought?' 

5 Dutch 

Jan koopt altijd oude boeken. 
Jan buys always old books 

6 Dutch 

Jan heeft waarschijnlijk die oude boeken gisteren 
Jan has probably those old books yesterday 

7 Dutch 

Oude boeken heeft Jan nog nooit gekocht. 
old books has Jan yet never bought 

8 German 

Diesen Studenten hat er nicht gesehen. 
this student has he not seen 

9 German 

Diesem Studenten hat er nicht gehoJfen. 
this student has he not helped 
DATIVE 

10 'really will help you. 

Exercise S 

gekocht. 
bought 

Discuss the assignment of case in the examples below. Which prob­
lems, if any, do they raise for case theory, discussed in chapter 3? Try 
to provide a classification of the types of problems that arise. As you 
can see, the problems are often not language-specific. In subsequent 
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chapters some of the problems that you identify here will be solved 
very easily. Others, though, are a persistent problem for the theory. 

John being in hospital, his wife has signed the cheques. 
2 Poirot is coming back this week. 
3 You should hold the pen this way. 
4 The detective and his wife are coming back soon. 
5 I saw him in the courtyard, his hands in his pockets. 
6 Detective stories, I have never liked them. 
7 Agatha Christie I have never liked. 
8 Poirot smokes Cigars and Maigret a pipe. 
9 There remain different problems. 

10 French 

Quand Pierre est-iI arrive? 
when Pierre is-he arrived 
'When did Pierre arrive?' 

11 West Flemish (a dialect of Dutch)20 
Jan peinst da-ze zie dienen boek a gelezen eet. 
Jan thinks that-she she that book already read has 
'Jan thinks that she has already read that book.' 
(Zie is the stressed form of the third person singular pronoun. The 
form ze is a weak form of the third person Singular pronoun which 
attaches to the complementizer.) 

12 Mee zie dat hus te verkopen is alles veranderd. 
With she that house to sell is everything changed 

NOMINATIVE 
'Everything has changed because she has sold that house.' 

13 German 

Ich weiss dass es Hans gestem 
I know that it (dir. obj.) Hans yesterday 

know that Hans bought 
14 French 

11 est arrive un accident grave hier. 
it is arrived an accident bad yesterday 
'Yesterday there occurred a bad accident.' 

15 11 a r voulu acheter le livre hier. 
he has wanted buy the book yesterday 
'He wanted to buy the book yesterday.' 

20 For a description of West Flemish, see Haegeman (.1992). 

gekauft 
bought 
it 

hat. 
has 
yesterday 
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16 11 I'avait deja achete hier. 

he it-had already bought yesterday 
'He had already bought it yesterday.' 

17 Italian 
Gianni aveva voluto comprare iI libro len. 
Gianni had wanted buy the book yesterday 
'Gianni had wanted to buy the book yesterday.' 

18 Gianni aveva voluto comprarlo ieri. 
Gianni had wanted buy-it yesterday 
'Gianni had wanted to buy it yesterday'. 

19 Gianni I'aveva voluto comprare ieri. 
Gianni it-had wanted buy yesterday 
(= 18) 

20 Comprati gli stivali, Maria El partita, 
bought the boots, Maria is gone 
'Having bought the boots, Maria left.' 

Exercise 6 

In descriptive grammars the terms NOMINATIVE case and ACCUSA­
TIVE case have sometimes been replaced by 'subject-form' and 
'object-form' respectively. On the basis of our discussion in chapter 3, 
consider whether these labels are appropriate. 

Exercise 7 

In this chapter we have assumed that both infinitival IP and the small 
clause boundary do not constitute barriers for outside government and 
hence allow for their subjects to be case-marked by a governing verb: 

1 I expect [IP you to be in my office at four]. 
2 I expect [you in my office at four]. 

What problems do the following sentences pose for treating small 
clauses and non-finite clauses identically with respect to case­
marking.21 

21 For a discussion of small clauses, see Stowell ( 1983). This paper will be accessible 
once we have covered chapter 8. 
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3 For workers to be angry about pay is really undesirable. 
4 *Workers to be anQry about pay is really undesirable. 
5 Workers angry about pay is a situation which we must avoid. 

Exercise 8 

199 

In the discussion we have proposed that certain verbs are case 
assigners and others are not. We also propose that passivization entails 
absorption of structural case. This means that passivization would be 
restricted to transitive verbs which can case-mark their NP co!Tlplement. 
In section 6.3 we also examined the idea that categorial selectional 
features of verbs partly derive from case properties. Consider the data 
below and evaluate the proposals: 

1 a I asked what the time was. 
1 b It was asked what the time was. 
1 c  I asked the time. 

2a I inquired what the time was. 
2b *It was inquired what the time was. 
2c *1 inquired the time. 

3a I wondered what the time was. 
3b It was wondered what the time �as. 
3c *1 wondered the time. 

4a I hope that you will learn from this. 
4b It is to be hoped that you will learn from this. 
4c *1 hope a good result. 

5a They claimed that this construction is ungrammatical. 
5b·,i It has be�n claimed that this construction is ungrammaticaJ. 
5c *They claim the ungrammaticality of this construction. 

Do you think we can maintain that passivization is restricted to verbs . 
which case-mark their objects? For discussion of these and other ex­
amples the reader is referred to Rothstein (1 992). Consider the follow­
ing Dutch sentences in the light of the discussion of passivization: 
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6a Er werd de hele nacht gelachen en gepraat. 
there was the whole night laughed and talked 
'They laughed and talked the whole night. ' 

6b Er werd plots geschoten. 
there was suddenly shot 
'Suddenly shots were fired.' 

Dutch, unlike English, can passivize intransitive verbs. Speakers of 
German can verify that this kind of passivization is also possible in 
German. 
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Introduction and Overview 

So far we have been looking at formal properties of sentences. We saw that 
the obligatory constituents of a sentence are required by the projection prin­
ciple, the extended projection principle and theta theory (chapter 1). We have 
formulated an articulated theory of phrase structure, X'-theory (chapter 2), 
and we have discussed the distribution of NPs as regulated by case theory 
(chapter 3) .  

In this chapter we turn to some aspects of the interpretation of noun 
phrases. The module of the grammar regulating NP interpretation will be 
referred to as the binding theory. The reader will by now see why the par­
ticular theory we are presenting here is often referred to as Government and 
Binding Theory. In this chapter the concept binding comes in. Government has 
already been shown to be a structural property which is involved in syntactic 
processes such as theta-marking and case-marking, and in the present chapter 
too, government will be of primary importance. The version of the binding 
theory that we shall develop here is mainly based on work by Chomsky.t 

The binding theory is the module of the grammar that will be responsible 
for assigning an appropriate interpretation to the italicized NPs in sentences 
like the following: 

la Poirot admires him. 
lb Bertie hurt himself. 
le Bertie said that he felt rather ill. 
Id Bertie expected him to feel a little better. 
le He expected Bertie to feel a little better. 
1£ He said that Bertie felt a little better. 

Three types of NPs are distinguished: 

(i) full noun phrases such as Poirot, Bertie, etc.; 
(ii) -pronouns such as he and him, etc.; 
(ill) reflexive el�ments such as himself, etc. 

t For an accessible introduction see Chomsky (1988a). Chomsky has developed the 
theory in work published throughout the eighties (1980, 1981a, 1982, 1986a).  
Most of these studies are very advanced. Higginbotham (1980, 1983, 1988) and 
Burzio (1991) offer alternative proposals for the binding theory. Again these works 
are very advanced and should not be tackled until the reader has worked his way 
through this book. 
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A full nominal expression such as Poirot refers independently. Such an NP 
selects a referent from the universe of discourse, the things we know and talk 
about. The use of the full NP indicates that there is, or is thought to be, an 
entity which is identifiable by the NP. We can say informally that a lexical 
NP is able to select a referent by virtue of its inherent properties. It is a refer­
ential expression. 

Pronouns, on the other hand, do not select a referent from the universe of 
discourse. Consider, for instance, the interpretation of the pronoun he/him. 
In (la) all we know is that him refers to an entity that is characterized by its 
nominal features [+ Singular] and [+ Male]. The features of gender and 
number restrict the entities picked out by a pronoun, but they do not allow 
us to identify a uniquely specified referent from the universe of discourse. The 
pronoun him will merely select a subgroup from the wider domain of entities 
which we might want to talk about. On the other hand, we cannot freely 
choose any entity which is male as a referent for him in (la) :  him cannot be 
used to refer to Poirot. 

At this point we are talking about the interpretation of a pronoun in a 
sentence without any context. As soon as ( la) is contextualized we have a 
clearer idea as to the referent of the pronoun him. For instance, in the context 
(2) the most natural interpretation will be for him to refer to the same entity 
as that referred to by Jeeves. 

2 A And what about Jeeves? 
B Poirot admires him. 

Our grammar need not account for the fact that him in (2) will probably 
be taken to refer to the entity denoted by Jeeves. This interpretation is not 
a function of the properties of sentence (la), rather it derives from the use 
of the sentence for communicative purposes and it arises in a specific context. 
Interpretive matters which depend on the context outside the sentence are not 
regulated in a sentence grammar but are dealt with in the domain of study 
that is concerned with utterance interpretation. This area of study is often 
referred to as pragmatics.2 

On the other hand, the fact that him and Poirot cannot be coreferential in 
(la) is a matter of the grammar. It is the natural interpretation of the sentence 
independently of context.3 ( lb) contains two NPs: Bertie and the reflexive 

2 For an interesting account of the interpretation of utterances in context the reader 
is referred to work by Kempson (1988a, b) and by Sperber and Wilson (1986). 

3 The grammatical principle that him and Po;rot cannot be coreferential in (la) may 
be overridden in special discourse contexts. Consider: 

(i) Everyone admires Poirot. I admire him, you admire him and Poirot certainly 
admires him. 

Examples such as these are referred to as accidental coreference and are discussed 
in Evans ( 1 980). 
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element himself. In this sentence the interpretation of the reflexive is apparently 
determined independently . of the context: regardless of the context chosen, 
himself must be interpreted as dependent on the subject NP Bertie. An in­
teresting contrast appears when we compare ( lc) and ( Id).  In ( lc) the pro­
noun be can be interpreted as coreferential with the subject NP Bertie in the 
higher clause; in (Id) this is not the case. The contrast between ( lc) and (Id) 
is determined by syntactic principles: in ( le) the pronoun he is the subject 
of a finite clause, in (Id)  him is the subject of a non-finite clause. Finally 
compare (lc) with ( 1£) . In (lc) the main clause subject NP Bertie can be 
coreferential with the subject of the lower finite clause, he. In (1£) we have 
reversed the positions of the lexical NP Bertie and the pronoun he, and 
coreference is no longer possible. Regardless of the context, the interpretation 
where he and Bertie are coreferential in (If) is excluded (cf. footnote 3 though), 
while it is very natural in ( le). 

The examples above already illustrate that the interpretation of NPs is, at 
least partly, constrained by grammatical principles. In the case of pronouns 
as in (la) the grammar delimits the interpretation of the pronoun him in that 
whatever the context the pronoun him cannot be coreferential with the sub­
ject NP Poirot. In the case of the reflexive interpretation illustrated in ( lb) 
the grammar determines that the reflexive himself must be dependent on the 
subject NP Bertie. In ( lc) the grammar allows the interpretation where he and 
Bertie are coreferential; in (1£) this interpretation is blocked. 

In this chapter we introduce the grammatical principles which determine 
the interpretations of NPs. The module of the grammar that regulates the 
referential properties of NPs is called the binding theory. The binding theory 
provides an explicit formulation of the grammatical constraints on NP. The 
binding theory essentially examines the relations between NPs in A-positions, 
it is a theory of A-binding.4 

We will see that the binding theory contains three principles, each of which 
will regulate the distribution and interpretation of one specific type of NP. 
Principle A is the principle that regulates the interpretation of elements which 
are referentially dependent, such as reflexives. Principle A imposes that 
reflexives are linked to, or bound by, an NP in an A-position within a certain 
domain, the binding domain. We shall define this domain as carefully as 

.,��.::. 
4 This means d�t we shall not be looking at the interpretation of NPs in A'­

positions. For example, we have nothing to say about topicalized NPs such as 
Jeeves in (i) and (ii): 

(i) Jee�es, Poirot doesn't like. 
(H) Jeeves, nobody likes him. 

Jeeves occupies an A'-position, a non-argument position. We deal with the role -of 
A'-positions in chapter 7. 
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possible in the present chapter. In (lb), for iristance, the reflexive himself 
must be bound by the subject NP Bertie. Principle B constrains the inter­
pretation of pronouns: pronouns should not be linked to an NP in an A­
position within the binding domain. Thus while the reflexive element -himself 
must be bound by the subject NP Bertie in (lb), the pronoun him must not 
be bound by the subject Poirot in ( la). Principle C, finally, is the principle 
which determines the distribution and interpretation of referential expressions 
like the NP Poirot. Principle C says that referential expressions must not be 
bound by NPs in A-positions: in (le), for instance, Bertie cannot be inter­
preted as being coreferential with he. 

The chapter is organized as follows. Section 1 deals with the interpretation 
of reflexives and also defines the concepts binding, subjectlSUBJECf, ac­
cessibility and governing category, which we shall need throughout the chapter. 
Section 2 shows that reciprocals obey the same constraint as reflexives. 
Reciprocals and reflexives will be grouped under the label anaphor. Section 
3 deals with the interpretation of pronouns. Section 4 deals with referential 
NPs. Section 5 is a summary of the principles of NP interpretation: the 
binding theory. The formulation of the binding theory in this section is essen­
tially that of Chomsky (1981a). In section 6 we discuss some problems for 
the binding theory. In section 7 we reinterpret the classification of NPs in 
terms of the binary features [± Anaphor, ± Pronominal] and we reformulate 
the binding theory in terms of these features, following proposals in Chomsky 
(1982). In section 8 we discuss the problem of circularity of coindexation. 

1 Reflexives 

In this section we formulate the rule of interpretation of reflexives such as 
himself· 

1 . 1  Binding and Antecedent 

Consider (3) :  

3a Poirot hurt himself. 
3b "Miss Marple hurt himself. 

In (3a) the reflexive picks up its reference from the subject NP Poirot. The 
NP on which a reflexive is dependent for its interpretation is the antecedent 
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of the reflexive. We use coindexationS to indicate that himself and Poirot have 
the same referent: 

4a Poirot; hurt himself;. 

The reflexive and its antecedent must agree with respect to the nominal 
features of person, gender and number. Lack of agreement leads to ungrammat­
icality in (4b), (4c) and (4d). 

4b *Poirot; hurt herself;. 
4c "Poirot; hurt themselves;. 
4d *Poirot; hurt myself;. 

The requirement that a reflexive and its antecedent agree with respect to their 
nominal features follows from the fact that the reflexive depends for its 
interpretation on the antecedent, i.e. the reflexive and its antecedent share 
their referent. It would be rather odd to find that a reflexive has the property 
[+Male], for instance, thus constraining the selection of the referent to a male 
entity, and is coindexed with an antecedent which itself has the property 
[-Male] . There would be a contradiction in the specification of the relevant 
properties for the selection of the refereIit. The agreement constraint explains 
the ungrammaticality of {3b). 

Sa = 3b *Miss Marple; hurt himself;. 

In order to circumvent the agreement constraint one might think of an 
interpretation in which the reflexive and the subject NP are independent in 
reference as illustrated in (Sb), but such an interpretation is unavailable: 

5b "Miss Marple; hurt himselfj• 

S The reader will recall that in chapter 3 we used co-indexation to link the elements 
in a chain: 

> (i) .:loirot; was .attacked ej 
r 

In (i) Poirot and the empty element e form a chain, <Poirot;, ei>. The internal theta 
role of attacked is assigned to the chain. In the text example (4a) Poirot and him­
self each have their own theta role. We have here two one-member chains: <Poirot> 
and <himself>. For 'a discussion on some constraints on coindexation see section 
8 of this chapter. In chapter 6 we return to chain formation. In chapter 12 we re­
turn to the role of indices in the grammar. We will consider work by Riz.z.i ( 1990a), 
who proposes that referential indices should be reserved for binding relations and 
that the antecedent and the non-overt element in (i) are related by another device. 
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Because reflexives lack independent reference they must have an anteced­
ent. Reflexives must be bound by an antecedent. The antecedent is the binder 
of the reflexive. Throughout this section we shall make the notion 'binding' 
more precise. 

In all our examples so far, the antecedent of the reflexive has been a full 
lexical NP. Pronouns may also function as antecedents for reflexives, as indi­
cated in (5c) : he is the antecedent of the reflexive: 

5c He; has hurt himself;. 

1.2 Locality Constraints 

Let us ' consider in more detail the relation between the reflexive and its 
antecedent. 

6a Poirot; hurt himself;. 
6b "Poirot; thinks that Miss Marple hurt himself;. 

In (6a) himself is bound by Poirot, as indicated by coindexation. In (6b) binding 
is apparently not possible. The problem seems to be that the distance between 
himself; and its antecedent Poiroti is too large: Poirot is too far away from 
the reflexive. Consider the grammatical (6c) where Poirot and the reflexive 
are closer to each other and where the NP Poirot can bind the reflexive: 

6c Miss Marple thinks that Poirot; has hurt himself;. 

We conclude that reflexives need an antecedent (with which they agree 
with respect to the features of person, gender and number) and that the 
antecedent must not be too far away from the reflexive. In a sense to be made 
more precise, the antecedent must be found in some local domain, the bind­
ing domain. The reflexive must be locally bound. Needless to say, we must 
now try to define what this local domain for reflexive binding can be, i.e. 
what it means to say that a reflexive must be locally bound. 

From the examples in (6) we might provisionally conclude that reflexive 
and antecedent must be in the same clause.' In the literature a condition which 
specifies that two elements, the reflexive and its antecedent, must be in the same 
clause is often referred to as a clause-mate condition. The binding domain for 
reflexives would thus be said to be the clause. In (6a) and in (6c) the antecedent 

, Following chapter 2, the term clause is used to refer to lP, both embedded and 
non-embedded. 
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is sufficiently local; in (6b) the NP Poirot is outside the clause which contains 
the reflexive and cannot function as an antecedent. 

Let us extend our data base now to check whether the locality constraint 
we have set up is adequate to account for all the data. Following our discus­
sion in the introduction of this book, we shall adopt the following procedure. 
Having formulated a hypothesis - the clause-mate condition on reflexive 
interpretation-on the basis of a limited set of data, we test the hypothesis by 
applying it to different data. If the hypothesis fails we try to improve it, either 
by modifying the hypothesis itself, or by adding to it auxiliary hypotheses 
which take care of the problematic issues. Consider (7a): 

7a *1 expect hp himsel( to invite Poirot;] . .  

(7a) shows that the clause-mate condition is not sufficient to allow for binding 
of a reflexive. In (7a) both the reflexive and the antecedent appear in the non­
finite dause (IP), but the reflexive cannot be bound. We might propose that 
in addition to being a clause-mate, the antecedent must (as the name suggests) 
precede the reflexive. This would entail that (7a) is ungrammatical and (7b) is 
grammatical. But this also predicts that (7c) is grammatical, contrary to fact: 

7b Poirotj invited himselfj. 
7c "Poirotj's sister invited himselfj. 

In both (7b) and (7c) the reflexive and the antecedent are clause-mates, they 
are inside the saine local domain of the clause. But the reflexive himself in 
(7c) cannot be successfully bound by the presumed antecedent Poirot, which 
occupies the specm.er position of the subject NP Poirot's sister. Compare the 
ungrammatical (7c) and the grammatical (7d): 

7d b � brj Poirot)'s brother] invited himselfj] . 

As shown by the indexation the antecedent of himself in (7d) is not NPj, Poirot, 
but rather NPj, Poirot's brother, which contains NPj. 

�� ,must refine our rule for the interpretation of reflexives to account for 
the examples aIlove. In order to establish the structural relations between 
antecedent and reflexive we shall analyse · the tree diagram representations 
corresponding to the above examples. Before -reading the discussion below, 
try to draw the representations for the e�ples in (7) as an exercise. For 
each tree, examine the configurational relatiiir;.s between the antecedent and 
the reflexive and try to determine .which reiation is the one that allows 
binding. 
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1.3 Structural Relations between Antecedent and Reflexive 

(8 )  gives the tree diagram representations for the examples in (7). For each 
of the examples above circle the reflexive and the antecedent in preparation 
of the discussion. 

8a I P  

� 
NP I '  

� 
I VP [-Tense] 
- AGR I 

V' 

/\ 
V NP 

I �  
himsel fj to invite Poirotj 

8b IP 

-----------' 
NP I '  

Poirotj 

I �' [! 1�;'] 1. 
1\ 

V NP 

I �  
-ed invite himselfj 



8e 

8d 
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� NP I ' 

� N' A NP ( ""  [:i�":] T 
v' 

/\ N V NP 
I I � 

*Poirotj's sister -ed 

lP 
� 

NP I '  

invite himself; 

� N' A NP / "'" [:i�": ] VP 
I 

V' 

A 
; N I' V NP 

r 

I I �  
Poirotj's brotherj -ed invite himselfj 
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If we compare the ungrammatical (8a) with the grammatical (8b) a first 
observation is that in the latter the antecedent is somehow 'higher' up in the 
tree than the reflexive. The reader can check that this observation also applies 
to the other examples. But the fact that an antecedent is somehow higher 
in the tree is not sufficient. In (Sc) Poirot is higher than himself and still it 
cannot serve as its antecedent. 

A careful comparison of the structural relations between antecedents and 
reflexives in the sentences above leads us to the conclusion that the relation 
is one that we have described as c-command in chapter 2: the antecedent 
must c-command the reflexive. 

9 C-command 
A node A c-commands a node B if and only if 

(i) A does not dominate B; 
(ii) B does not dominate A; 
(iii) the first branching node dominating A also dominates B. 

The reader can verify for himself that in all of the grammatical examples in 
(8) the relevant relation holds. 

Let us now try to formulate the constraint on the interpretation of reflexives. 

10 Principle of reflexive interpretation ( 1 )  
A reflexive must be bound by a clause-mate antecedent. 

Binding is defined in terms of c-command as in ( 1 1 ) : 

1 1  Binding 
A binds B if and only if 
(i) A c-commands B; 

(ii) A and B are coindexed. 

(10) says that a reflexive must be coindexed with an antecedent NP, i.e. a 
reflexive cannot have independent reference but depends for its reference on 
the binder. Remember that we focus on the binding by antecedents in A­
positions, or A-binding. Binding from A'-positions is discussed in chapter 7. 

1 .4 The Domain of Reflexive Binding 

1 .4.1 GOVERNORS 

An examination of further examples with reflexives shows that principle ( 10) 
is too powerful. It rules out grammatical sentences such as (12): 



Anaphoric Relations and Overt NPs 213 

12 Poirotj believes In> himselfj to be the best]. 

It is easy to see that the relation between himself and Poirot does not satisfy 
( 10). Poirot, the antecedent, does indeed c-command himself (cf. (9) ), but they 
are not clause-mates. While himself is contained in the lower infinitival clause, 
Poirot is outside it. In order to accommodate examples such as ( 12), we shall 
need to extend the domain in which a reflexive can be bound. However, we 
should be careful not to extend the domain too much given ( 13): 

Ba "Poirotj believes b that [IP himselfj is the best)). 
13b "Poiro� believes [NP Miss Marple's description of  himselfJ. 

In (Ba) the reflexive does not have a clause-mate antecedent and the sentence 
is ungrammatical. As predicted by (10), we cannot link the reflexive himself to 
the NP Poirot. The domain in which the reflexive must be bound apparently 
IS the clause containing it. On the other hand, in (Bb) the reflexive himself 
cannot be linked to the antecedent Poirot even though they are clause-mates. 

Let us look at ( 12) first. This is an example of an ECM construction 
described in chapter 3, section 2.2.2.2. Recall that an essential property of 
ECM constructions is that the subject <!f a lower clause is governed (and case­
marked) by an outside governor. In ( 12) himself is case-marked by the verb 
of the matrix clause, believe. Precisely the fact that the reflexive is governed 
by the verb believe apparently allows us to extend the domain in which we 
may look for an antecedent. Let us attempt a reformulation along these lines: 

14 Principle of reflexive interpretation (2) 
A reflexive X must be bound inside a clause that contains X and X's 
governor. 

The reformulation extends the local domain in which we find an anteced­
ent for a reflexive in those cases in which the reflexive is governed from a 
higher clause. 

Unfortunately, our new formulation ( 14) is now too weak: as the reader 
can· check for himself ( 14) fails to exclude (Bb). The binding domain for the 
reflexive should be the entire clause, but apparently himself cannot be bound 
by the subject of the clause, the NP Poirot. 

1 .4.2 SUBJECTS 

It looks as if the domain for binding of the reflexive in (Bb) ought to be 
restricted to the NP Miss Marple's description of himself which contains a 
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governor (the preposition of) for the reflexive. However, a general restriction 
of the binding domain to NPs would in turn be too powerful: it would give 
the correct result in (13b) but at the same time it would exclude the gram­
matical (13c): 

13c Poirot believes [NP any description of himself]. 

The difference between (13b) and (13c) lies in the composition of the NP 
which contains the reflexive. In (13b), the bracketed NP contains an NP in 
its specifier position: Miss Marple. This NP receives a theta role from the N 
description. Indeed, when we compare (13b) with (13d) we see that the NP 
is analogous to a subject NP: 

13d Miss Marple has described herself. 

Recall that the subject NP of a clause occupies the specifier position of lP, 
[Spec, IP]. Analogously, we shall say that the NP in [Spec, NP] is the subject 
of an NP. In (13c) the specifier position of the NP is not occupied by an NP 
but rather by any. This suggests that the fact that there is a subject inside an 
NP determines the domain in which the reflexive can be bound. Consider 
furthermore that in (13e) the subject of the NP itself binds the reflexive: 

13e Miss Marple believes [NP Poirot;'s description of himself;]. 

1 .4.3 COMPLETE FUNCTIONAL COMPLEX 

At this stage there are several ingredients to incorporate in our rules for the 
binding of reflexives. Apart from the c-command constraint we need to deter­
mine exactly how far away we allow ourselves to look for an antecedent, i.e. 
what constitutes its binding domain. The major factors that come into play 
are the following: 

-

(i) clauses and NPs containing a reflexive may but need not serve as bind­
ing domains for the reflexive; 

(ii) the presence of a subject serves to delimit a binding domain; 
(ill) the governor of the reflexive plays a role in defining the binding domain. 

The factors listed in (i) and (ii) are not independent: both NPs and clauses 
have subjects, the latter obligatorily. Let us try to amalgamate all the condi­
tions above into one formulation: 
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15 Principle of reflexive interpretation (3) 
A reflexive X must be bound in the minimal domain containing X, X's 
governor and a subject. 

Observe in passing that the domain defined by (15)  is 'complete' in the sense 
that it contains all the functions determined by the projection principle. It 
contains the head of a projection, the predicate which assigns the theta roles, 
the complements, to which the internal theta roles are assigned, and the 
subject, to which the external theta role is assigned. For this reason Chomsky 
(1986a: 169-72) refers to the domain defined by (15) as a complete func­
tional complex (CFC)? 

At this stage we ought to verify whether our third hypothesis (15) is still 
adequate for the examples treated so far. We repeat them here and invite the 
reader to check: 

16a = 7a 
16b = 7b 
16c = 3b 
16d = 5c 
16e = 6b 
16f = 7c 
16g = 7d 
16h = 12 
16i = 13a 
16j = 13b 
16k = 13c 
161 = 13e 

"I expect £n. himself; to invite Poirot;]. 
Poirot; invited himselfi. 
"Miss Marple; hurt himself;. 
He; has hurt himselfi. 
"Poirot; thinks fer that £n..Miss Marple hurt himsefJl 
"Poirot;'s sister invited himself;. 
Poirot's brother; invited himself;. 
Poirot; believes [IP himself; to be the best]. 
"Poirot; believes fer that &p himself; is the best]] .  
"Polrot; believes [NP Miss Marple's description of himselfJ. 
Poirot; believes [NP any description of himself;], 
Miss Marple believes lNP Poirot;'s description of himself;]. 

In order to determine the binding domain for the reflexive you should 
proceed as follows: (i) find the governor of the reflexive, (ii) find the closest 
subject. The smallest IP or NP containing these two elements will be the 
binding domain in which the reflexive must be bound, i.e. coindexed with a 
c-commanding (and agreeing) antecedent. 

Ai'can be set:n the principle in (15)  can account for the data in (16) .  The 
importance pliyed by the subject NP in defining the binding domain is also 
illustrated in the examples in (17), where the binding domain for the reflexive 
is the lowest IP containing the governing V (like) and a subject, the NP Miss 
Marple. 

7 For discussion of CFC see Giorgi (1987). 
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17a " Poirot; believes hp Miss Marple to like himself; too much]. 
1 7b Poirot believes [IP Miss Marple; to like herself; too much]. 

In the next section we consider some problematic examples with reflexive 
elements and we shall try to improve our characterization of the binding 
domain in order to be able to capture these examples too. The reader should 
be warned that the argumentation is rather complex and that the solutions 
proposed here are provisional and often controversial. 

1 .4.4 SUBJECT AND BIG SUBJECT 

Let us return to example ( 1 6i), repeated here as ( 18) .  

18 "Poirot; believes b that [IP himselfi is the best detective)). 

( 15 )  states that the reflexive himself must be bound in its governing category 
and this principle is clearly violated in (18): within the lower finite clause the 
reflexive does not have a binder. We might be tempted to conclude from 
examples such as (18)  that tensed clauses are always binding domains and 
that reflexives which are contained in tensed clauses can never be bound 
outside them. However, this generalization is not adequate. Additional data 
show that restricting the binding domain to the immediately dominating 
finite clause would exclude grammatical sentences such as ( 19), where the 
reflexive himself is bound outside the finite clause IP: himself is successfully 
bound by the subject of the matrix clause. 

19 Poirot; believes b that lIP a picture of himself; will be on show at the 
exhibition]]. 

Data such as (19) mean that we cannot always equate the binding domain 
with the tensed clause. Observe that (19) contrasts minimally with ( 18); while 
we can account for the ungrammaticality of (18) ,  (19) is problematic for 
principle (15).  It is hard to see how (15) can both exclude (18 )  and include 
(19).  In (18 )  the binding domain is defined as the lower finite clause: the 
subject NP Poirot of the higher clause cannot bind the reflexive in the lower 
finite clause; in (19) the binding domain of the reflexive must be extended to 
comprise the higher clause: Poirot, the subject NP in the higher finite clause 
successfully binds himself in the lower finite clause. 

In order to solve this problem Chomsky (1981a: 209) proposes to reconsider 
the notion subject when used to define binding domains. In our discussion so 
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far, we have used the term informally to refer to subjects of clauses, tensed 
and infinitival, and to the subject of NPs. We have assumed that both an NP 
in [Spec, IP] and an NP in [Spec, NP] are subjects. It turns out that a 
distinction must be drawn between the subjects of finite clauses and those of 
non-finite ones and NPs. 

In chapter 2 we saw that different clause types are characterized by the 
feature composition of their inflection, I, the head of the projection. The I 
node of tensed clauses is specified for the features [+ Tense] and [+ AGR]. 
[+ AGR] encodes the agreement properties of the subject: it contains the 
number and person features of the subject. Consider the paradigm for Italian 
verb conjugation given also in the Introduction and in chapter 2: 

20a (io) parlo 
I speak 

20b (tu) parli 
you speak 

20c (lei) parla 
she speaks 

20d (noi) parliamo 
we speak 

20e (voi) parlate 
you speak 

20£ (Ioro) parlano 
they speak 

As discussed in the Introduction, (20a) parlo will be understood as 'I speak'; 
the pronoun io is usually left unexpressed.8 This is related to the fact that 
Italian has a rich inflectional system which allows us to recover the subject 
from the v�rbal inflection. The AGR features on the verb pick up the features 
of the subject. The absence of rich morphology in English does not allow the 
subject pronoun to remain unexpressed. 

Although the inflectional endings in English are morphologically impover­
ished, we have adopted the idea that in English AGR is also specified ab­
stractly for the agreement features of the subject. For both Italian and English 
we .propose th�t subject and verb agree, as shown by coindexation: 

r 
8 Recall from the Introduction that overt pronouns are present in Italian when they 

receive focal stress. When no contrast or no special focus on the subject is needed 
the pronoun is absent. This follows from some general consideration of economy: 
the omission of the subject pronoun requires less effort than the overt expression 
of the pronoun, and therefore subject pronouns will only be present when the 
added effort of overtly expressing them has some yield. Subject pronouns appear 
only when it is impossible to leave them out. Chomsky (1981a: 65) refers to this 
constraint on overt pronouns as the Avoid Pronoun Principle. 
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21a io; parlo;. 
21b � speak;. 

In other words, AGR in I picks up the nominal features of the subject. This 
equation between AGR and the subject has led Chomsky to propose that 
AGR is 'like the subject'. In order to distinguish AGR with its subject-like 
properties from the NP in the subject position (the NP position dominated by 
JP), Chomsky refers to the AGR of finite clauses as SUBJECT, the big subject. 

On the basis of this proposal Chomsky then argues that for the definition 
of the binding domain for a reflexive SUBJECT can count as the 'subject' 
mentioned in (15) .  This means that in ( 18 )  the finite subordinate clause 
contains the reflexive, its governor (I) and a SUBJECT (AGR) and will con­
stitute the binding domain in which the reflexive must be bound. We return 
to (19) below. 

The reader may wonder about the validity of this step which looks like a 
makeshift device to rescue the principle developed so far. One argument in 
favour of the proposal of treating AGR as a SUBJECT is that intuitively what 
we have been calling the 'subject' is the 'most prominent' NP-position in JP 
(Chomsky, 1981a: 209). The subject NP c-commands the entire clause. But 
AGR itself is a bundle of nominal features (person, number) contained in 
INFL or I, the head of JP. AGR can in this way be argued to be at least as 
'prominent' : even if it is not an NP position, AGR can be identified as a 
SUBJECT. Non-finite sentences also contain an 1 node, but their inflection is 
negatively specified for AGR. The absence of the nominal agreement features 
on infinitives entails that there will be no SUBJECT in infinitivals. Only an 
NP subject, an NP dominated by lP, can qualify. Hence: 

22a "Poirot; believes [IP Miss Marple to like himself; too much]. 
22b Poirot; believes £n. himself; to be the best detective]. 

In (22a) the binding domain for the reflexive himself must be restricted to the 
lower clause which contains a governor like and a subject, the NP Miss Marple. 
In (22b) the binding domain is the main clause which contains a governor ­
the verb believe - and a subject Poirot. In contrast with (18)  the lower I is 
[-AGR] hence cannot count as SUBJECT. 

Now let us consider small clauses for a moment: 

23a Poirotj considers lAGRP Watson; entirely responsible for himselfi /.a. 
23b Poirot; considers lAGRP himself; responsible for the damage]. 
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In chapter 2,  we propose that small clauses are projections of an abstract 
functional head AGR, which is specified for the features number and gender. 
In chapter 3 we show that such small clause AGRPs are transparent for 
outside government; in other words the AGR head of a small clause is like 
a non-finite I, it is not strong enough to define a domain of government. In 
(23a), for instance, the NP Watson is assigned ACCUSATIVE case by the 
verb considers. The NP which is dominated immediately by the small clause 
AGRP, or, to put it differently, the NP in [Spec, AGRP], is the subject of 
the small clause; in (23a) Watson is the subject of the small clause Watson 
entirely responsible for himself. Let us turn to the binding relations of the 
elements in a small clause. In (23a) himself can only take Watson as an 
antecedent. This is predicted by our approach: himself is governed by for, the 
closest subject is Watson, the subject of the small clause. Hence the small 
clause is the relevant binding domain. In (23b) we see that the binding 
domain of the reflexive himself, which occupies the subject position of the 
small clause, is the matrix clause: Poirot binds himself. On the basis of our 
earlier discussion we conclude from this that the AGR of the smalf clause, 
though specified for the features number and gender, does not count as a 
SUBJECT to define a binding domain. It is not obvious what the crucial 
factor is that distinguishes the small clause AGR, which cannot be a SUB­
JECT, from the finite AGR, which can be. One possibility is that the presence 
of person features play a crucial role in establishing AGR as a SPBjECT. 
With respect to binding possibilities small clauses behave like non-finite clauses: 
for both kinds of clauses the subject can be bound from outside. 

According to our discussion so far, all finite clauses seem to function as 
binding domains for reflexives, since they all contain a SUBJECT, by defini­
tion. ( 19) raises a problem for this generalization. Recall that in this example 
himself, which is contained inside the subject of the embedded finite clause, 
can be bound by the subject in the matrix clause. We turn to these kinds of 
examples in the next section. 

1 .4.5 ACCESSIBLE SUBJECT AND THE i-WITHIN-i FILTER 

Let us start from examples (18) and (19), repeated here as (24) for conven­
ience' sake, for our final revision of the rule of reflexive interpretation . 

.:.:�;:;. . 
r 

24a "Poirotj believes [cp that In> himselfj is the best detective]]. 
24b Poirotj believes [cp that In> lNP a picture of himselfa will be on show]]. 

In (24a) the binding domain for the reflexive can be defined on the basis of 
the notions governor and SUBJECT. The inflection on is, third person sin­
gular, serves as the SUBJECT for the reflexive himself. 
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However, being a SUBJECT is not sufficient. Chomsky proposes �at in 
order for an element to be able to count as a subject/SUBJECT to determine 
the binding domain of a reflexive it must be an accessible subject/SUBJECT 
for that reflexive. A subject/SUBJECT is accessible for a reflexive if it is 
possible to coindex it with this reflexive. 

25 Accessible subject/SUBJECT 
A is an accessible subject/SUBJECT for B if the coindexation of A and 
B does not violate any grammatical principles. 

Chomsky (1981a: 211-12) proposes that one of the grammatical principles 
that should be considered is the i-within-i filter: 

26 The i-within-i filter. 

·[,.i · . .  Bi . . .  ] 

The goal of the filter is to avoid circularity in reference. In section 8 we 
discuss some examples of circularity.' 

In (24a) the coindexation of the reflexive and the SUBJECT is unproblem­
atic: himself and AGR in is can be coindexed without violating (25).10 Thus 
AGR is an accessible SUBJECT. Moreover I is the governor of himself. The 
binding domain of himself will be the lower clause. 

In (24b) matters are different. The reflexive himself is contained within the 
subject of the lower clause. In order to find its binding domain we need (i) 
a governor and (ii) an accessible subject/SUBJECT. The governor of himself 
is of, the preposition. Now we need an accessible subject/SUBJECT. The first 
element to try would be the NP subject of the lower clause: lNP a picture of 
himself]. In order for this NP to be accessible we must be able to coindex it 
with the reflexive: 

27 (NPI a picture of lNPi himself]] 

This coindexation is banned because it would violate the i-within-i filter (26). 
Let us see if the AGR of the lower clause could count as an accessible 

SUBJECT. Given that the entire NP in (24b) is the subject NP of the sent­
ence it is coindexed with AGR by virtue of its person and number agreement. 
The coindexation of himself with AGR would again violate the i-within-i filter. 
Himself would be coindexed with AGR and AGR in turn is coindexed with 

9 For some discussion of accessibility and the problems it raises the reader is re­
ferred to Bouchard (1985) and Lasnik (1986). An alternative approach for exam­
ples like (24b) is found in Williams (1982). 

10 Himself and SUBJECT (AGR) are co-indexed by virtue of subject-verb agreement. 
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the NP a picture of himself. Coindexation is transitive: if A is coindexed with 
B, and B is coindexed with C, then A is also coindexed with C. In our 
example himself would be coindexed with AGR, AGR is co indexed with the 
NP a picture of himself, hence himself ends up being coindexed with the NP: 

28 [HPi a picture of �j himself]] AGRj \ L-----I ---,I \ 
In other words, no accessible subject/SUBJECT is available inside the finite 
lower clause. We need to extend the binding domain of the reflexive to the 
next clause up: here the subject Poirot or the SUBJECT, AGR, can qualify: 
coindexation with himself would not lead to a violation of the i-within-i 
filter. The binding of the reflexive is a result of the constraint on subject! 
SUBJECT accessibility. Given that the finite lower clause does not contain an 
accessible subject/SUBJECT the binding domain is enlarged to comprise the 
next higher clause. 

One word of caution is in place here. The coindexation proposed to deter­
mine whether a subject/SUBJECT is accessible is not to be taken as an actual 
coindexation. Rather, what Chomsky· means is .that a subject/SUBJECT is 
accessible if coindexation would not give rise to any violations. He obviously 
does not wish to imply that one must coindex the reflexive with the subject 
NP and therefore assume that they have the same referent.l1 

On the basis of the discussion we need yet again to modify our principle 
for the interpretation of reflexives: 

29 Principle of reHexive interpretation (4) 
A reflexive X must be bound in the minimal domain containing X, X's 
governor and an accessible subject!SUBJECT. 

In the literature the binding domain defined in (29) is often referred to as the 
governing category (GC).tZ 
11 Aoun (1986) extends the notion of accessibility to propose a modification of the 

binding theory. This work should be accessible as soon as chapter 8 has been 
covered. 

12 For further discussion and modification of the binding theory, see Aoun (1986), 
Brody (1985) and Manzini (1983) .  For a discussion of the cross-linguistic varia­
tion with respect to the definition of the governing category and with respect to 
possible antecedents, see work by Burzio ( 1 991) ,  Hermon ( 1992) and Manzini 
and Wexler (1987). These works also attempt at providing an' explanation of how 
the cross-linguistic variation is acquired. For the literature mentioned here it will 
be best to wait until we have finished chapter 8 before attempting to read the texts. 
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1.5 Reflexive Interpretation: Summary 

Throughout this section we have been trying to elaborate a set of principles 
that regulate the interpretation of reHexives. Starting from a small set of data 
which we have extended throughout the discussion, we have gradually ar­
rived at a more complex proposal with maximal coverage. Let us summarize 
the results of our findings here: 

30 Principle of reflexive interpretation 
A reflexive X must be bound in the minimal domain containing X, X's 
governor and an accessible subjectlSUBJECf. 

31 (A-) binding 
A A-binds B if and only if 

(i) A is in an A-position; 
(ii) A c-commands B; 
(iii) A and B are coindexed. 

32 C-command 
A node A c-commands a node B if and only if 

(i) A does not dominate B; 
(ii) B does not dominate A; 
(iii) the first branching node dominating A also dominates B. 

33 Subject/SUBJECT 
a Subject: NP in [Spec, XP). 
b SUBJECT corresponds to finite AGR. 

34 Accessible subject/SUBJECT 

A is an accessible subjectlSUBJECf for B if the coindexation of A and 
B does not violate any grammatical principles. 

35 The i-within-i filter 
"� . . .  Bi ' ' ' )  

2 Anaphors: Reflexives and Reciprocals 

Up till now we have concentrated exclusively on the interpretation of reflexives 
such as himself. Reflexives cannot refer independently, they receive their 
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referential interpretation by virtue of being bound by an antecedent. Reciprocals 
such as each other are also referentially dependant and are subject to the 
same interpretative constraints as reflexives. 

36a The studentsi attacked each otheri. 
36b "The studenti attacked each otheri. 
36c "Each other are ill. 

Reciprocals are inherently plural and hence need a plural antecedent for their 
interpretation. In (36b) the singular NP the student cannot act as the relevant 
binder for the reciprocal. In (36c) there is no binder available. In (36a) the 
reciprocal each other is bound by the subject NP and this sentence is 
grammatical. A survey of a number of examples with reciprocals shows that 
their interpretation is parallel to that of reflexives (cf. the examples listed in 
(16) for parallel constructions with reflexives): 

37a "I expect lIP each otheri to invite the studentsJ. 
37b The studentsi invited each otheri. 
37c "The studenti invited each otheri. 
37d TheYi have invited each otheri. 
37e "The studentsi think b that [IP Miss Marple invited each otherJ].  
37f "The studentsi' sister invited each otheri. 
37g Poirot's brothersi invited each otheri. 
37h The studen� believe lIP each otheri to be the best]. 
37i "The studeiltsi believe [cp that lIP each otherj are the best)). 
37j "The studentsi believe £Nr Miss Marple's description of each otherJ. 
37k The studentsi believe £Np any description of each otherJ. 
371 Miss Marple believes £Np the studentSj' description of each otherJ. 

We leave it to the reader to check the application of the principle of 
binding for reflexives to the examples above. From now on we use the general 
label anaphor to refer to the referentially dependent NP types: reflexives and 
reciprocals. We can then generalize the principles and definitions established 
for r�tJ,exives to cover all anaphoric NPs . 

..:::r-: '  . 
r 

38 Interpretation of anaphors 
An anaphor X must be bound in the mjnimal domain containing X, X's 
governor and an accessible subject/SUBJECT. 

H we use the term governing category to refer to the binding domain 
described above then we can abbreviate (39): 
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39 Interpretation of anaphors 
An anaphor must be bound in its governing category. 

3 Pronouns 

So far we have not achieved a great deal with respect to the inventory of NPs 
given in the introduction to this chapter. Only anaphors have been dealt 
with. In this section we turn to the second type of NP: pronouns. Consider 
the interpretation of the pronoun in (40a): 

40a Poirot had hurt him. 
40b Poirot had hurt himself. 

It is obvious that the interpretation of pronouns differs from that of re­
flexives. The pronoun him in (40a) must refer to an entity different from the 
subject NP Poirot, while a reflexive in the same position (40b) must refer to 
the entity denoted by Poirot. Whereas the reflexive must be bound in (40b), 
the pronoun must be free. The question arises whether the domain in which 
pronouns must be free is identical to that in which anaphors must be bound, 
i.e. the governing category - from now on GC - defined above. 

If the binding domains were identical, we would expect that whenever 'we 
find a reflexive bounet by some antecedent X we should find that a pronoun 
in the same position must not be bound by an NP in the position X. More­
over in those cases where reflexives are ungrammatical because no antecedents 
are available in their binding domain, pronouns should still be possible since 
the pronoun does not need an antecedent. Reflexives and pronouns should be 
in complementary distribution. 

Let us return to the data for reflexives in (16) and check whether the 
prediction sketched above holds. In each of the examples in ( 16) we replace 
the reflexive by a pronoun. 

41 a I expect [n, himj to invite Poirot;]. 
41b Poieotj invited himj,oj. 
41c Miss Marplei hurt himj. 
41d Hej has hurt himj,o" 
41e Poirot; thinks b that [n, Miss Maeple hurt himi/a] . 
41£ Poieoti's sister invited himjfJ. 
41g Poieotj's beotherj invited himj,oj. 
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41h Poirot; believes [IP hiII1j,_; to be the best). 
41i Poirot; believes [cp that [IP hejfJ is the best)) .  
41j Poirot; believes [NP Miss Marple's description of him;/i)' 
41k Poirot; believes fNp any description of himj,_j) . 
411 Miss Marple believes [NP Poirotj's description of himj/";) ' 
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We shall not go through all the examples here. The reader is invited to com­
pare the sentences above with the treatment of the examples with reflexives 
in (16) . Let us just consider some examples. 

In (41a) the pronoun is possible in the subject position of the non-finite 
clause. The corresponding example with the reflexive ( 16a) was ungrammat­
ical because reflexives must be bound and there is no binder in the main 
clause of ( 16a).  It appears from this example that pronouns need not be 
bound. In (41b) we see that indeed pronouns must not be bound, i.e. pro­
nouns must be free where reflexives must be bound. Him is only possible in 
(41b) when there is no binder in the clause. Comparing (16b) and (41b) we 
see that where a reflexive and a pronominal are possible, their interpretations 
differ. The same point is illustrated in (41d). (41e) shows that the delimit­
ation of the binding domain for pronouns corresponds to that of reflexives: 
pronouns must be free in their governing category, but they may freely be 
coindexed with NPs outside that domain. Thus in (41e) coindexation of him 
and Poirot is acceptable. (41f) illustrates that binding must be defined in 
terms of c-command. The pronoun him in this example can be �oindexed 
with Poirot in the same sentence because the NP Poirot does not c-command 
the pronoun. Remember that, according to our definition, binding is not 
merely coindexation but it is coindexation plus c-coIPIDand. 

We encourage the reader to go through the remaining examples himself. It 
will become clear that the constraint on the interpretation of pronouns is the 
converse of that on anaphors. Let us formulate the constraint as follows: 

42 Interpretation of pronouns 
A pronoun must be free in its governing category; 
where 
(i) the governing category is the minimal domain containing the 
.;;: . pronoun., its governor and an accessible subjectlSUBJECI'; 
(H) free is �ot bound. 

It may not be superfluous to remind the reader that the principles we are 
setting up here concern A-binding. Consider for instance (43): 

43 Poirot;, Miss Marple doesn't like him;. 
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Nothing prevents the pronoun him from being bound by the NP Poirot. In 
(43) Poirot is not in an A-position, but in an A'-position. The binding be­
tween Poirot and the pronoun him is not A-binding but A'-bindingY 

In section 6 we return to the distribution of pronouns and reflexives in 
English.14 

4 Referential Expressions 

So far we have discussed two types of NPs: anaphors and pronouns. Both of 
these lack iI'\herent reference; an�phors need an antecedent for their inter­
pretation and pronouns do not require an antecedent. Pronouns inherently 
specify certain properties of the referent; for a complete determination of the 
referent contextual information is neededY 

Referential expressions, or R-expressions, constitute the third class of NPs. 
As the label indicates these elements are inherently referential: expressions 
such as Poirot and the detective select a referent from the universe of dis­
course. Given that R-expressions have independent reference, they do not 
need an antecedent; in fact they do not tolerate binding from another ele­
ment. Let us look at some examples: 

44a Poirot; attacked himj/';. 
44b Poirot; says that he;1j is leaving. 

44c He; says that Poiro� /'; is leaving. 
44d His; brotherk likes PoirOt;�'k very much. 

For by now familiar reasons the pronoun him in (44a) and the R-expression 
Poirot must have different referents: both ate free. In (44b) the pronoun he 
may be bound by Poirot since Poirot is outside the GC of he, the1domain in 
which pronominals mUst be free. While the NP Pairor birids the pronoun he 
(outside its GC), the reverse does not hold: he does not 'c-commancl Poimt, 
so even if the two NPs are coindexed he does not bind Poirot according to 
our definition of binding: Poirot is free. 

\3 The construction in (43) has come to be known as left-dislocation: a constituent 
(here the NP POiTot) is adjoined to the left of JP and is picked up by a coindexed 
pronoun. We return to adjunction in chapter 7. 

14 For cross-linguistic variation, the reader is referred to Burzio (1991), Hermon 
(1992) and Manzini and Wexler (1987). 

IS For a discussion of the role of context in the interpretation of pronouns the reader 
is referred to Arie! (1988), Kempson (1988a, 1988b). 
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In (44c) the order of pronoun and R-expression is reversed compared to 
(44b). In this example he and Poirot must not have the same referent: he selects 
an entity distinct from that referred to by Poirot. If he and Poirot were to 
be coindexed in this example then the NP Poirot would be bound by the 
pronoun and this is not allowed. 

A further extension of (44c) shows that no matter how far the potential 
binder is located with respect to the R -expression, binding is prohibited. 

44e "He; says la that Miss Marple thinks [cp that Jeeves claimed la that 
Poirot; is leaving]]). 

In (44e) three clause boundaries intervene between the R-expression Poirot 
and the pronoun, but still coindexation is not possible. This is predicted: in 
(44e) too the pronoun he would bind the NP Poirot if it were coindexed with 
it and this would violate the constraint which we have postulated above. 
Note in passing that the pronoun must not be coindexed with the NP Jewes 
for the same reasons. 

In (44d) both pronoun (his) and R-expression occur in the same sentence 
and coreference is possible. As the reader can verify for himself, the grammat­
icality of the example is predicted: the pronoun his does not bind the R­
expression since it does not c-command it. The NP his brother as a whole 
must, obviously, not bind the NP Poirot. 

From the examples above we conclude that R-expressions do not toler­
ate any A-binding; they must be free. In contrast to pronouns which must be 
free locally, but may be bound outside their GC, R-expressions must be free 
everywhere. 

45 Principle of interpretation of R-expressions16 
R-expressions must be free everywhere. 

/' 
16 Evans (1980: 356-7) provides examples where Principle C apparently can be 

overridden by conversarional -pl.'iiitijiles:· ----
-. ' . . . . . . . . -. . --. . . 

(if·" I know what John and Bill have in common. John thinks that Bill is terrific 
and Bill thinks that Bill is terrific. 

(ii) Who loves Oscar's mother? I know Oscar loves Oscar's mother, but does 
anyone else? 

(iii) Everyone has finally realized that Oscar is incompetent. Even Oscar has 
realized that Oscar is incompetent. 

For discussion of such examples the reader is referred to Evans' own work (see 
also Evans 1982). 
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5 The Binding Theory 

In this chapter we have considered ' in some detail the interpretation of the 
three types of NP: anaphors, pronouns and R-expressions. Anaphors need a 
local antecedent; pronouns may have an antecedent, but must be free locally; 
R-expressions must be free. The three principles of NP interpretation that we 
have established are commonly referred to as the binding theory. 

46 Binding theory17 
Principle A 
An anaphor must be bound in its governing category. IS 

Jackendoff (1992) discusses examples of so called reference shifters, in which 
one phrase is used to denote a related entity: 

(iv) While he was driving to the studio, a truck hit Ringo in the left front fender. 
(Ringo denotes his car) 

(v) (One waitress to another:) 
The ham sandwich in the corner needs another cup of coffee. (ham sand­
wich denotes a person contextually related to ham sandwich) 

(vi) Plato is on the top shelf. (Plato denotes book(s) by Plato) 
(vii) (In a wax museum:) 

Here's Mae West and here are the Beatles. This one's John, and this one's 
Ringo. 

Jackendoff (1992) discusses how the binding theory applies to examples as those 
in (vii). The reader is referred to his paper for more information. 

17 An alternative formulation for the binding theory is developed in Higginbotham 
(1983) who uses linking rather than coindexation to show referential dependence. 

(i) t 
John said he thought Mary liked him. 

t I 
(Higginbotham, 1983: 401 ) 

One advantage of the arrow notation is that it is directional. In (i) the arrows 
show that him depends on he, and that he depends on John. 

Coindexation is not directional: 

(ii) John; said that he; thought that Mary liked hilll; .  

1 8  In its present format (46) Principle A says nothing about what happens if an 
anaphor lacks a GC. Consider: 

(i) ·Each other's pictures upset Mary. 
(ii) ·Each other's pictures would please their professors. 

The ungrammaticality of these examples is accounted for by Chomsky (1981a: 
220) who stipulates that the root sentence will count as the GC for a governed 
element. Hence in ( i )  and (ii) above Principle A will, be violated. 
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Principle B 
A pronoun must be free in its governing category. 
Principle C 
An R-expression must be free everywhere. 
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In the literature the terms Principle A, etc. are always used to refer to these 
principles of the binding theory. 

6 Discussion Section: Problems in the Binding 
Theory 

The binding theory predicts that pronouns and anaphors are in complemen­
tary distribution. If both a pronoun and an anaphor are possible in a position 
they have different readings: the pronoun will be free and the anaphor will 
be bound. There are some problems with this prediction; we illustrate some 
of them in this section. 

6. 1 Implicit Arguments 

Consider the application of the binding theory in the following examples 
(taken from Chomsky, 1986a: 166ff. ): 

47a TheYi told [NP stories about each othera. 
47b *TheYi told [NP my stories about each otheril-
47c *TheYi told [NP stories about thema· 
47d TheYi told [NP my stories about thema. 

48a TheYi heard [NP stories about each othera. 
48b *TheYi heard [NP my stories about each othecil. 
48c TheYi heard [NP stories about thema. 
48d ""TheYi hearp [NP my stories about themi] . 

The data in (47) are accounted for by the binding theory. In (47a) and (47c) 
the sentence is the GC for the anaphor each other and the pronoun them 
respectively. The anaphor is bound by the subject NP they in (47a), hence the 
sentence is grammatical. In (47c) the pronoun is bound, hence violates Principle 
B of the binding theory, and the sentence is ungrammatical. In (47b) and 
(47d) the bracketed NP is the GC for the reflexive and the pronoun respectively. 
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6.2 Possessive Pronouns and Anaphors 

Consider (51): 

51a The childrenj like fNp each other/s friends] . 
51b The childreIl; like [NP theirj/j friends]. 
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Contrary to expectation the anaphor each other's and the possessive pro­
noun their can both be bound by the NP the children in (51 ) .  Their seems 
to . act both as the possessive form of a pronoun (when not bound by the 
children) and as that of a reflexive. 

Let us first try to determine the GC for the application of the binding 
theory . In (51a) and in (51b), the anaphor and the pronoun are governed by 
the head N of the NP (friends). The GC needs to contain a governor and a 
subject. One possibility would be to say that the specifier of the NP is the 
subject. This means that the GC is the bracketed NP itself. On this assump­
tion the binding theory is violated in (51a) since the anaphor would not be 
bound in its Gc. An alternative is to discount the subject of the NP as the 
relevant subject, since it is itself occupied by the item to be considered (anaphor 
or pronoun) and to extend the GC to the clause. On this assumption, (51a) 
is as expected but the grammaticality of (51b) is not explained. The problem 
is that in the two sentences above two different types of GC are needed: in 
(51a) we need to refer to the entire clause as the GC; in (51b) we need to 
refer to the NP as" the GC. 

Chomsky (1986a) proposes that the binding theory should be modified 
slightly to accommodate the phenomena above. The discussion will be kept 
rather informal here.10 Chomsky proposes that the binding domain of an NP 
is the domain containing a governor and a subject in which the NP COULD 
satisfy the binding theory. 

proposed that in (ia) the pp near them is the predicate phrase of a small clause 
whose subject is non-overt. In (iia) we represent the non-overt subject as PRO (cf. 
chapter 5). (iia) is roughly analogous to (iib): 

; 
(iia) TheYi saw a snak� (PRO; near themi1. 
(iib) They saw a snake which was near them. 

In (iia) PRO, the subject of the small clause, is co-indexed with a snake (cf. (iib) ) . 
The bracketed small clause is the GC for the pronoun which will duly be free in 
its GC and may be bound by they. 

20 For further details the reader is referred to Chomsky's own discussion (1986a: 
170ff.). 
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Let us apply this to (SIb) first. The first potential binding domain for the 
pronoun is the NP. It contains a governor and a subject (the pronoun itself 
in [Spec, NP]).  And indeed the NP wiII be the actual binding domain since 
the pronoun can be free in this NP. Binding from outside wi11 thus be permitted. 

In (51a) matters are different. In the first potential binding domain, the NP, 
Principle A could not be satisfied since there is nothing inside the NP that 
could potentially bind the anaphor. Needless to say, the anaphor cannot bind 
itself. Given that the NP does not contain a position that could potentially 
bind the anaphor, we must take the next category up that satisfies the defi­
nition of GC: the sentence.21 Chomsky's proposal thus explains that both 
an anaphor and a pronoun may appear in [Spec, NPJ with the same type of 
coindexation. 

Although this seems a plausible solution to the problems raised for the 
English data in (51)  it will not be possible to generalize it since not all 
languages pattern like English. 

52a Chinese 
Zhangsall; kanjian-le [ziji;!taj de shuJ. 
Zhangsan see-aspect selflhim of book 
'Zhangsanj saw hisj book.' 
(from Huang (1983), cited in Burzio, 1989: 1 )  

52b Malayalam 
Mohanj [tante;!awantej bhaaryaye] nulli. 
Mohan self'slhe's wife pinched 
'Mohanj pinched hisj wife.' 
(from Mohanan (1982), cited in Burzio, 1989: 1 )  

53a Latin 
Ioannesj sororem suam;!eiusj,.j vidit: 
Ioannesj sister selfj'slhisj,.j saw 
'Ioannes saw his sister.' 
(from Bertocci and Casadio (1980), cited in Burzio, 1989: 1 )  

53b Russian 
Onj uze rasskazal mne 0 svoei/egoj,.j zizni. 
hej already tell me about self;'slhisjI"j life 
'He had already told me about his life.' 
(from Timberlake (1979), cited in Burzio, 1989: 1 )  

21 Further and more extensive modifications o f  the binding theory are discussed in 
Chomsky's own work ( 1986a: 174-7). The discussion presupposes chapters 5 and 
6 of this book. 



Anaphoric Relations and Overt NPs 

53c Danish 
jorgenj e1sker sin/hansjrj kone. 
jorgenj loves selfj's/hisj/ j wife 
'jorgen loves his wife.' 
(from Pica (1986b), cited in Burzio, 1989: 1) .  
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The languages illustrated in (52) and (53) have both a possessive reflexive 
and a possessive pronominal. As we have seen (51b) English lacks a posses­
sive reflexive (see Burzio (1991) for discussion). 

Languages which have a possessive reflexive show two patterns. One group 
of languages behaves like Chinese in (52): both the reflexive possessive and 
the pronominal possessive can occur in the [Spec, NP] position and be locally 
bound. This would be accounted for under Chomsky's modification of the 
binding theory discussed above. On the other hand, in the Indo-European 
languages illustrated in (53) the possessive reflexive and the pronominal re­
flexive in a [Spec, NPJ have distinct interpretations: the reflexive possessive 
will be locally bound, the pronominal possessive will be locally free. In (53a), 
for instance, only suam can be used to refer to the subject NP Ioannes. 
Chomsky's modified binding theory referred to above will not account for the 
data in (53). But the binding theory as discussed in this chapter and summarized 
in (46) will. 

-

7 NP Types and Features 

7. 1 NPs as Feature Complexes 

In section 5 the binding theory was formulated as (46), repeated here as (54): 

54 Binding theory 
Principle A 
An anaphor must be bound in its governing category. 
Principle B -
A pronoun inust be free in its governing category. 
Principle C 
An R-expression must be free everywhere. 

Chomsky (1982: 78-89) proposes that the typology of NPs should be re­
considered. In chapter 2, section 7, we discussed the problem of determining 
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the simplest units, the primitives, of syntactic theory. We proposed that syn­
tactic categories such as N, V, P and A were to be replaced by features 
matrices. The category N, for instance, would be reinterpreted as composed 
of two features: [+N] and [-V]. 

Analogously, Chomsky proposes that the three types, anaphor, pronoun 
and R-expression, are not syntactic primitives. Rather they can be broken 
down into smaller components. Categories which are subject to Principle A 
are characterized by the feature [+Anaphor]. Categories subject to Principle 
B are [+Pronominal]. Reflexives and reciprocals are specified positively for 
the feature [±Anaphor] and negatively for the feature [±Pronominal] and can 
thus be represented by the following feature matrix: 

55a Reciprocals and reHexives 
[+Anaphor, -Pronominal] 

Conversely pronouns are specified as in (55b): 

55b Pronouns 
[-Anaphor, +Pronominal] 

R-expressions are neither pronominal nor anaphoric: 

55c R-expressions 
[-Anaphor, -Pronominal] 

The features bring out commonalities between types of NP. Anaphors and 
pronouns share no features at all. Pronouns (55b) and R-expressions (55c) 
are both [-Anaphor]; anaphors (55a) and R-expressions (55c) are both 
[-Pronominal] . 

7.2 The Binding Theory in Tenns of Features 

The binding theory can be reformulated in terms of the feature specifications 
of NPs. 

56 Binding theory 
Principle A 
An NP with the feature [+Anaphor] must be bound in its governing 
category. 
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Principle B 
An NP with the f!!ature [+Pronominal) must be free in its governing 
category. 

R-expressions will not be subject to these principles since they are nega­
tively specified for the features in question. That they have to be free need not 
be stated in the binding theory since binding by another referential element 
would contradict the fact that they are independently referential. 

7.3 The Last NP 

The treatment of NPs in terms of features leaves us with an interesting 
problem. The features proposed for NP types are binary features: an NP is 
either positively or negatively specified for the two features . If we have two 
features each specified either positively or negatively we expect to find four 
NP-types: 

57a [+Anaphor, -Pronominal) 
57b [-Anaphor, +Pronominal) 
57c [-Anaphor, -Pronominal) 
57d [+Anaphor, +Pronominal) 

The first three have been associated with anaphors (reflexives and 
reciprocals), pronouns and R-expressions respectively. What about the fourth 
category (57d)? 

Consider (57d) with respect to the revised binding theory in (56). An 
element which is [+Anaphor) must be bound in its GC. An element which is 
[+Pronominal) must be free in its GC. (57d) is thus subject to contradictory 
requirements: it must at the same time be bound and free in its Gc. This 
seems impossible. One way out would be to find an element that lacks a GC. 
If there is no GC, then neither Principle A nor B will apply. 

Ip.. what circumstance:. could an element lack a GC? The obvious possibility 
that comes t�mind is for an element to be generated in a position where the 
definition of GC cannot be met. An element might lack a GC if. it does not 
have a governor. This seems at first sight impossible. If an overt NP lacks a 
governor then this NP will not be able to be case-marked either. Hence an 
ungoverned overt NP is predicted to be ruled out by virtue of the case filter 
(see chapter 3). It follows that there will be no overt NP corresponding to 
(57d), the feature matrix (+Anaphor, +Pronominal]. 
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Note that we are here talking only about overt NPs. If we were to admit 
non-overt elements then it is conceivable that an element corresponding to 
(57d) could be found. A non-overt NP would not be subject to the case filter 
which applies to overt NPs. If an NP could be allowed to be caseless, the 
absence of a governor would not be problematic.22 In such a situation a GC 
could not be established and there would not be any contradictory applica­
tion of Principle A and Principle B. In chapter 5 we will argue for the 
existence of non-overt NPs with the feature specification in (57d). Anticipating 
the discussion, these elements will be labelled PRO. However, as soon as we 
admit that there are non-overt NPs of the type (57d), we are led to the 
question: what about (57a)-(57c): are there any non-overt correlates to 
anaphors, pronouns and R-expressions? We return to this issue in chapters 
6, 7 and 8, 

8 Appendix: Circularity 

In the discussion we make use of the i-within-i filter (26), following Chomsky 
( 1981a: 212), to deal with certain binding facts. As it stands, the filter may 
sound like an ad hoc device to solve residual problems. In this section we 
try to give some content to the filter. 

Consider the interpretation of the NPs in (58) :  

58a Hercule Poirot likes Agatha Poirot very much. 
58b He likes her very much. 
58c Hercule Poirot likes his wife very much. 
S8d Her husband likes Agatha Poirot very much. 
58e Her husband likes his wife very much. 
58f His wife saw Hercule, her husband. 

(cf. Higginbotham, 1983:  405) 

Let us assume the following situation: the person referred to by the NP 
Hercule Poirot is married to the referent of the NP Agatha Poirot. 

In (58b) we have replaced the full lexical NPs occurring in (58a) by their 
pronominal substitutes. He replaces Hercule Poirot; her replaces Agatha Poirot. 
The interpretation of (58b) is straightforward. In order to establish the referent 
of the pronouns we need to know with which NP they are coreferential. The 

22 See exercise 5 for another complication though. 
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context, linguistic or otherwise, should provide us with the necessary infor­
mation to recover these NPs. 

In (58c) we replace the NP Agatha Poirot by the NP his wife. Continuing 
to assume that Hercule is married to Agatha the interpretation of (58c) is also 
unproblematic. When faced with an utterance like (58c) we need to determine 
what the referent of the NP his wife will be. In order to establish the referent 
of his wife we need to determine the referent of his, the pronoun. In this 
example his is coreferential with Hercule Poirot. Let us, following by now 
standard procedures, indicate this interpretation by coindexation: 

59 Hercule Poiroti likes [hisi wife lj very much. 

t I 
In this annotated sentence his and Hercule Poirot both bear the index i, 
indicating coreference. Obviously, the NP his wife has a distinct index, j, since 
the referent of this NP is different from the referent of Hercule Poirot. The 
arrow linking his and Hercule Poirofl is supposed to indicate the referential 
dependency . 

In (58d) we replace the NP Hercule Poirot by the NP her husband, with 
an effect similar to that in (58c). In order to establish the referent of her 
husband we need to establish the refeient of her. Analogously, we can ex­
press the referential relations inside (58d) by means of coindexation: 

60 [Her; husband1j likes Agatha Poirot; very much. 

I t 
The interpretation of sentence (58e) raises an interesting problem. In (58b) 
twci NPs had been replaced by a pronoun: he = Hercule Poirot, her = Agatha 
Poirot. In (58c) one NP is replaced by another coreferential NP, containing 
a possessive pronoun, similarly in (58d). The interpretation of (58e) suggests 
that we cannot apply the substitutions used in (58c) and (58d) simultaneously. 
(58e) is grammatical but it can only have the interpretation where one person's 
husband likes another person's wife. In other words the coindexation in (61 )  
is  excluded. . 

r 

61 " [Her; husband1j likes [hisj wife1; very much. 

The question is why this should be? A related question is why (58f) is 
grammatical. 

23 The linking arrows are introduced for expository reasons. 
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Let us retum for a moment to (60) ( = 58d). There are two NPs for which 
we need to establish the referent: her husband and Agatha Poirot. To estab­
lish the referent of the NP her husband we need to establish who her refers 
to. In order to interpret her we look for a possible antecedent, in this case 
Agatha Poirot.24 

62 Her; husband Agatha Poirot; 

I t 
Let us try to apply the same procedure to (58e) : here there are two NPs, 

both containing a possessive pronoun in their specifier: her husband and his 
wife. The interpretation of the first NP follows the strategy described above. 
Let us assume that her refers to the second NP. The second NP in turn 
conta,ins a pronoun. In order to determine what the referent of the second NP 
is we need to determine what the pronoun his refers to. For the interpretation 
of this pronoun, we could try to link it to the first NP: 

63 Her; husbandj 

t 
As (63) shows, this leads to a vicious circle. In order to determine the referent 
of the first NP we need to turn to the second one; in order to determine the 
referent of the second one we need to turn to the first one, etc. Such circularity 
is apparently not tolerated in natural language. Hence the specific reading 
imposed on (58e). 

(58f) is grammatical since there is no vicious circularity: the NP his wife 
depends for its interpretation on the NP Hercule (Higginbotham, 1983: 405): 

64 [His; wife]j saw Herculej) [herj husbandli. 

I t 
Another instance of circularity is found in (65c): 

24 We leave aside the irrelevant interpretation where her refers to someone different 
from Agatha Poirot. 
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65a She; took her; suitcase from the rack. 

65b She; is [mYi cook]; . .  
65c "She; is [her; cook];. 
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In (65a) the pronoun her refers to the entity denoted by the subject. In (65b) 
the predicate NP my cook shares the index i of its subject: She = my cook. 
In (65c) it is not possible to coindex both the possessive pronoun her and the 
entire NP her cook with the subject. In other words, we cannot interpret the 
predicate NP her cook as being coreferential with the possessive pronoun her 
in its specifier. This reading can only be rendered by the alternative in (66), 
where the coindexed pronoun her is itself contained inside another phrase 
(her own). 

66 She; is [[[her;] own] cook;]. 

In order to express the coreference between her and the containing NP her 
cook in (65c) we would use coindexation: 

67a [her; cook]; 

The circularity is clear. In order to establish the reference of her we need to 
establish the reference of the entire NP; in order to establish the referent of 
the entire NP we need to know who her refers to. 

. 

67b n 
her; cook; 

I t 
"":;,:. . .  , 

As the reader can check, the i-within-i filter (26), repeated here as (68), rules 
out the circular coindexation in (67a), since it rules out a constru!;tion where 
A contains B and where A and B share the same index. 

68 The i-within-i filter 
"I:A; . . .  B; . . . ] 
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However, care must be taken when we formulate the filter. Consider (69) 
(example from Higginbotham, 1980: 706) .  

69 MarYi is [NPi [NPj lNPi her] cook's] best friend] . 

In (69) the subject NP Mary and the predicate NP her cook's best friend are 
coindexed. Inside the predicate NP the NP her cook bears the index ;, distinct 
from the index of the predicate NP as a whole. But the pronoun her itself is 
coindexed with Mary and hence with the predicate NP without resulting in 
ungrammaticality. We conclude that if (B) in (68) is embedded inside another 
maximal projection the filter is not valid. This explanation can also be used 
to explain the grammaticality of (66). 

9 Summary 

This chapter formulates the binding theory, the module of the grammar 
which regulates the interpretation of NPs. In its first formulation the binding 
theory contains three principles each of which regulates the interpretation of 
one NP-type. 

1 Binding theory 
Principle A 
An anaphor must be bound in its governing category. 
The term anaphor covers reflexives and reciprocals. 
Principle B 
A pronoun must be free in its governing category. 
Principle C 
An R-expression must be free everywhere. 

We have defined the following concepts which are used extensively in the 
binding theory: 

2 A-binding 
A A-binds B if and only if 
(i) A is in an A-position; 
(ii) A c-commands B; 
(iii) A and B are coindexed. 
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3 C-command 
A node A c-command� a node B if and only if 

(i) A does not dominate B; 
(ii) B does not dominate A; 
(iii) the first branching node dominating A also dominates B. 

4 Governing category 
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The governing category for A i s  the minimal domain containing it, its 
governor and an accessible subject/SUBJECT. 

5 Subject/SUBJECT 
a Subject: NP in [Spec, XP]. 
b SUBJECT corresponds to finite AGR. 

6 Accessible subject/SUBJECT 
A is an accessible subject/SUBJECT for B if the coindexation of A and B 
does not violate any grammatical principles. 

7 ThI0-within-i filter 
*l:Ai · . . Bi . .  ·] 

We have also proposed an alternative typology of NPs on the basis of their 
feature composition. 

8a Anaphors: 
8b Pronouns: 
8c R-expressions: 

[+Anaphor, -Pronominal] 
[-Anaphor, +Pronominal] 
[-Anaphor, -Pronominal] 

We have proposed a reformulation of the binding theory in terms of these 
features: 

9 Bi�ding theory 
Principle A 
An NP with the feature [+Anaphor] must be bound in its governing 
category. 
Principle B 
An NP with the feature [+Pronominal] must be free in its governing 
category. 
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1 0 Exercises 

Exercise 1 

Illustrate Principles A, B and C of the binding theory with examples 
of your own, providing three examples for each principle. 

Exercise 2 

Consider example (1 6a) in the text in the light of the binding theory 
developed in this chapter. How do you explain its ungrammaticality? 

·1 expect [himself, to invite Poiro�l. 

Exercise 3 

Consider the following examples. Does the binding theory explain 
the judgements we indicate? 

·1 arranged for myself to win. 
2 ·They would be happy for themselves to win. 
3 ·They recognized the necessity for themselves to leave. 

4 • John requests that himself leave soon. 
5 ·For himself to win will amuse John. 
6 • John longs for Mary to date himself. 
7 We hate it for pictures of ourselves to be on sale. 
S ·They expected that discussion about themselves would take 

place later. 
9 My mother, says that for herrherself to read so many comic 

books is a waste of time. 
1 0  A picture of himself astonished John. 
11  This is  a picture of myself which was taken years ago. 
12 John showed Mary pictures of themselves. 
1 3  Unflattering deSCriptions of himself have been banned by our 

president. 
14 ·Himself astonished John. 
15 Joan, recognized the necessity for her, to leave. 
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Discuss each example separately. Then try to classify the examples 
according to the prc;>blems they raise, if any. The examples and judge­
ments indicated are taken from Nakajima (1 984). This author reformu­
lates the binding theory using COMP (C) as a subject. The reader is 
referred to his work for discussion and interpretation .25 Discuss to what 
extent Nakajima's approach can account for the data above. 

The examples (1 0)-(1 3) pose problems for our theory as well as 
for a theory which counts COMP as a SUBJECT. NPs like those in 
(1 0H1 3) which are headed by an N like picture, rumour, story, etc., 
are referred to as pictur�NPs. 

Recall that pictur�NPs were used extensively in the discussion of 
the binding domain for reflexives. Mohanan (1 985: 641 )  points out 
the following contrast: 

1 6  The boys thought that each other's pictures were on sale. 
17 *The boys thought that each other's girlfriends were pretty. 

The binding theory (46) will account for (1 6) using the notion of 
accessible subject, but has no way of accounting for the structurally 
parallel (1 7) . Mohanan (1 985: 642, n. 5) considers it a weakness of 
the binding theory (46) that the i-within-i filter is introduced for the 
definition of accessible subject/SUBJECT and GC to deal specifically 
with examples with pictur�NPs, which are in many ways exceptional 
(1 985: 641.-2).26 

. 

Exercise 4 

Consider the interpretation of the R-expressions in the following 
sentences. 

<;/2 
3 
4 

I saw the President on TV last night and the poor fellow looked 
tired. 
The President said that the poor fellow was tired. 

� . 
I met Bill and the guy looked desperate for company. 
Bill believes the guy to be desperate for company. 

1S It will be preferable to postpone reading Nakajima's article until chapters 5, 6 and 
7 have been covered. 

u Mohanan (1985: 641) refers to Prewett (1977) for a detailed description of picture­
NPs. 
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NPs such as the poor fellow and the guy seem to act like pronouns. 
In (1 ) the NP the poor fellow can be replaced by he. Such NPs are 
often referred to as epithets. On the basis of the examples above 
and further examples which you will construct yourself, decide which 
bindin�.ln!<illles, if any, these epithets obey. For some discussion 
see Huang (1 991 ) ,  Lasnik (1 991 ).  

Exercise 5 

In the final section of this chapter we tentatively suggest that there 
might be non-overt NPs which are not subject to the case filter. 
Discuss the implications for such a proposal in the light of the vis­
ibility principle discussed in chapter 3. 

Exercise 6 

Chinese offers some intriguing data for the binding theory. Consider 
the examples below and discuss the problems that they raise: 

Zhangsan, shuo zijil hui lai. 
say self will come 

'Zhangsan said that he himself would come.' 

2 Zhangsan, shuo zijil you mei you qian mei guanxi. 
say self have not have money not matter 

'Zhangsan said that whether himself has money or not didn't 
matter.' 
(examples from Aoun,  1 984: 1 6-1 7) 

3 Yuehan, renwei Mali xihuan zijil. 
John think Mary like self 
'John thinks that Mary likes him.' 
(example from Lasnik and Uriagereka, 1 988: 1 22) 

Would the binding theory as described above predict these data? 
Chinese lacks verb inflection for person and number. One might 

propose that INFL in Chinese does not contain AGR. Huang (1 982) 
uses this observation to explain the data above. A reflexive in the 
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subject position of a clause will never have an accessible SUBJECT 
in its own clause: . the GC is automatically extended to the higher 
clause. 

Exercise 7 

In his description of Japanese Kuno (1 973) presents the following 
examples. The reflexive zibun in Japanese is invariant for person 
and number, but it can be used in a genitive form. On the basis of 
the examples try to decide whether the reflexive Zibun is subject to 
the same constraints as an English reflexive. Discuss any problems 
you meet. 

• John ga Maryl 0 zibunj no uti de korosita. 
John Mary 'herself'-GEN house in killed. 
'John killed Mary in her own house: 

2 John ga Maryj ni zibunl no uti _ de hon 0 yom-asase-ta. 

John Mary herself-GEN house in book read causative 
'John made Mary read books in her own house: 

3 Jonhl wa, Mary ga zibun, 0 korosoo to sita toki, Jane to nete ita. 
John Mary himself kill-try did when Jane with sleeping wa: 
'John was sleeping with Jane when Mary tried to kill him (lit. 
himself)' .  

4 Zibunl ga baka na koto ga John, 0 kanasimaseta. 
fool is that saddened 

'The fact that he (himself) is a fool saddened John: 

5 Mary ga zibun, 0 aisite inai koto ga Johnl 0 gakkarisaseta. 
Mary • loving is not that John distressed 
'The fact that Mary does not love him distressed John: 

6 Johnl wa Mary ga zibunl 0 alsite iru koto 0 sitte ita. 
is loving that knowing was 

'John knew that Mary loves him ('himself): 
(examples: Kuno, 1 973: 293-31 3) 
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Observe that we proposed that like Chinese, Japanese lacks AGR. 
Will this help in explaining the data above?27 

Exercise 8 

Consider the following examples: what problems, if any. do they 
raise for the binding theory as developed in this chapter? 

Icelandic 

Jonl segir [ad Maria elski sig/hanntl. 
Jon says that Maria loves (subj) self/him 
'Jonl says that Maria loves himl: 
(from Anderson (1 986), cited in Burzio (1 989: 1 »  

2 Dutch 

Hijl hoorde [mij over zich/heml praten]. 
He heard me about selflhim talk 
'Hej heard me talk about him/ 
(from Everaert (1 986), cited in Burzio (1 989: 1 »  

As the reader can check, the sentences above contain anaphors 
which are apparently bound outside what, according to our definition, 
would be their GC (the bracketed string). Anaphors which allow this 
type of binding are referred to in the literature as long-distance 
anaphors.28 

Exercise 9 

The following example illustrates the problem of referential circular­
ity. (Haik, 1 983: 31 3). Discuss its interpretation: 

1 His wife told her daughter that her father was angry. 

27 For a description of the Japanese data the reader is referred to Kuno's own text 
(chapter 5). For a comparison between Japanese and other languages see also 
Manzini and Wexler (1987). The latter text presupposes familiarity with chapters 
5-8. 

28 For discussion of long-distance anaphora the reader is referred to Anderson ( 1986), 
Cole, Hermon and Sung (1990), Everaert (1986), Giorgi (1984), Hermon (1992), the 
papers in Koster and Reuland (1991), Pica (1986a), Wexler and Manzini (1987). 
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Exercise 10 

The binding theory distinguishes three types of NPs: reflexives, 
pronouns and R-expressions, exemplified by English himself, him 

and John respectively_ Consider the following examples from West 
Flemish, a dialect of Dutch, and discuss the interpretation of the 
object elements ze and eur in terms of the binding theory as devel­
oped in this chapter_ 

1 Mari9j wast eurl/j_ 
Marie washes her 
'Marie washes herself.' 
'Marie washes her.' 

2 Marie; ·wast zejri-
Marie washes her 
'Marie washes her.' 
·'Marie washes herself.' 

3 Marie; peinst da Valere zejr;
-
kent. 

Marie thinks that Valere her knows 
'Marie thinks that Valere knows her.' 
(her cannot be coreferential with Marie) 

4 Mariel peinst da Valere eurln kent. 
Marie thinks that Valere her knows 
'Marie thinks that Valere knows her.' 
(eur may but need not be coreferential with Marie) 

5 Mariel zei da Godelievej peinst da Valere eurllilk kent. 
Marie said that Godelieve thinks that Valere her knows 
'Marie said that Godelieve thinks that Valere knows her.' 
(eur may, but need not, be coreferential with MarielGodelieve) 

r 

6 [De zuster van [Mariej]; ] ee zejr; gezien. 
the sister of Marie has her seen 
'Marie's sister has seen her: 
(ze may be coreferential with Marie, it may not be coreferential 
with Marie's sister) 
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7 Vuoda Valere zeJli erkende moest Mariel euren zonnebril of do en. 
before that Vale re her recognized must Marie her sunglasses off 
take 'Before Vale re recognized her Marie had to take off her 
sunglasses.' (ze and Marie can be coreferential) 

Now consider the following examples where ze appears in subject 
position. Does subject ze have the same binding properties as object 
ze? 

8 Mariel peinst da zeJli ziek is. 
Marie thinks that she sick is 
'Marie thinks that she is ill.' 
(ze and Marie can but need not be coreferential) 

9 Mariel peinst da Godeliev9J gezeid eet da zeJli ziek was. 
Marie thinks that Godelieve said has that she ill was 
'Marie thinks that Godelieve said that she was ill.' 
(Marie or Godelieve can be coreferential with ze) 

The examples above illustrate that the properties of one element do 
not carry over directly to its closest parallel in another language: her 

in English is quite different from eur or ze in West Flemish. More­
over, even within one language an element may behave differently 
depending on the grammatical function: object ze seems to be subject 
to different constraints from subject ze. 

Exercise 1 1  

Consider the following examples. What kind of problems do they 
raise for the binding theory developed in this chapter? 

[To teach oneself linguistics] is exciting. 
2 It is not always easy [to defend yourself in public]. 
3 Protecting oneself from injury is crucial for survival. 
4 Italian 

La buona musica riconcilia con se stessi. 
the good music reconciles with oneselves 
'Good music can reconcile you with yourself.' 
(cf. Rizzi, 1 986a) 
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5 Italian 

Vede se stesso nello specchio. 
sees himself in the mirror 
'He sees himself in the mirror.' 
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The reader will observe that the .above sentences all lack an overt 
antecedent for the reflexives. In the next chapters we shall propose 
that sentences may also have a non-overt subject. Non-finite sen­
tences like (1 H3) are discussed in chapter 5. The Italian examples 
are discussed in chapter 8. 

Now also consider the following examples: do they raise any prob­
lems for the binding theory? 

6 John seems to be able to take care of himself. 
7 Which student do you expect will present himself first at the 

exam? 

In (6) and in (7) it would appear as if the antecedent of the reflexive 
is too far removed to bind the reflexive. In (6), for instance, John, the 
subject of the matrix clause, seems to be relatively far removed from 
the reflexive himself. In (7) the subject of the matrix clause, you, 

intervenes between which student and himself. And yet, the sen­
tences are grammatical. We retum to examples such as (6) in chap­
ter 6, and to examples such as (7) in chapter 7. 
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Introduction and Overview 

So far we have been dealing mainly with the NP constituents of sentences. 
Their occurrence, distribution and interpretation are regulated by various 
principles and modules of the grammar such as th!: projection principle (chapter 
1) ,  the theta criterion (chapter 1) ,  the extended projection principle (chapter 
1 ), X'-theory (chapter 2), case theory (chapter 3) and the binding theory 
(chapter 4). 

In this chapter we turn to a non-overt NP, i.e. an NP which is syntactically 
active, hence syntactically represented, but which has no overt manifestation. 
This non-overt NP will be represented �s PRO and is characterized by the 
feature composition [+ Anaphor, + Pronominal] . We alluded to this NP in 
chapter 4 (section 7.3) .  Other types of non-overt NPs will be discussed in 
chapters 6, 7 and 8. 

In section 1 we show that the non-overt subject of infinitival clauses is 
syntactically active. We represent it  as PRO. In section 2 we show that the 
non-overt NP PRO has the features [+ Anaphor, + Pronominal] . PRO may 
be referentially dependent on, or controlled by, another NP in the sentence. 
The distribution and interpretation of PRO is regulated by the module of the 
grammar known as control theory. Section 3 examines the distribution of 
PRO. We see that it occurs in ungoverned positions and we derive this 
property from its feature composition as discussed in section 2. In section 4 
we discuss some properties of control struCtures. In section 5 we illustrate 
control patterns. 

1 The Non-overt Subject of Infinitivals 

1.1 .� .Theta Roles and Understood Arguments .. . .  " ,; 
r 

For each of the following examples, consider how the dilferent modules of the 
grammar discussed so far determine the distribution and:interpretation of NPs. 

la Thisj would be regrettable. 
1b to That Poiro� should abandon the investigationk]j ·would be regrettable. 
le PoiroG should abandon the investigationk' 
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Regrettable is a one-place predicate: it requires the presence of one argument, 
realized in (la) by the NP this. In ( lb) the argument of regrettable is realized 
as a finite clause: that Poirot should abandon the investigation. The predicate 
abandon in the subordinate clause in (lb) - and in the corresponding main 
clause (lc) - is a two-place predicate with an external argument, the AGENT 
of the activity, realized by Poirot in both (lb) and (lc), and an internal argu­
ment, realized here by the NP the investigation. (2a) represents the argument 
structure of regrettable; (2b) that of abandon. 

2a regrettable: adjective 

! 

2b abandon: verb 

! 2 

k 

By the extended projection principle (EPP), the subject positions in the 
sentences in ( 1 )  must be syntactically represented. The theta criterion requires 
that the arguments of a predicate should be syntactically represented. Both 
regrettable and abandon have an external argument which will have to be 
realized in a position outside the VP. With predicates which select an external 
argument one cannot satisfy the EPP by inserting an expletive in the subject 
position: 

Id ·There abandoned the investigation. 

The insertion of there in the subject position makes it impossible to realize 
the external argument of abandon in the same position: (Id) violates the 
theta criterion since one theta role of abandon fails to be assigned. 
Now let us turn to (3): 
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3 [cp lIP To abandon the investigation)) would be regrettable. 
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(3 ) is a complex sentence containing a non-finite subordinate clause. The 
infinitival clause to abandon the investigation in (3)  realizes the external argu­
ment of regrettable. We now focus on the structure of the bracketed infinitival 
clause. 

The subordinate clause has as its main predicate the verb abandon. On the 
basis of (lb) and ( lc) we have established that abandon is a two-place 
predicate with an external and an internal argument (d. (2b) ). Even though 
the external argument of abandon is not overtly realized, we will interpret the 
bracketed sentence in (3) as if there were an external argument; we will argue 
that the bracketed clause in (3) contains a non-overt subject. Abandon assigns 
two thematic roles: one to an internal argument, here the NP the invest­
igation, one to an external argument, here the non-overt subject. Various 
arguments can be advanced to support the idea that infinitival clauses like the 
bracketed clause in (3) contain a non-overt subject, i.e. an implicit subject 
which is syntactically 'present' in the sentence and which interacts with the 
other constituents of the sentence. 

1.2 The Extended Projection Principle 

We first consider an argument based on the theory of phrase structure which 
we have been elaborating so far. Recall that the extended projection principle 
(EPP) says that all projections of IP have a subject, i.e. [Spec, IP] must be 
projected. So all projections of I have the structure in (4a): 

4a IP 

/1 
NP I '  

; �  
VP 

If the EPP is applied to the non-finite clause in (3) then we are forced to 
conclude that its syntactic representation will be like in (4b), with a non-overt 
[Spec, IP]. 
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4b IP 

/1 
NP l' 

� 
I VP 

I I 
�!;;l A 

to 

V NP 

I � 
abandon the investigation 

(3)  is closely similar in structure to (Sa) which contains an infinitival clause 
with an overt subject (Sb/Sc). 

Sa For Poirot to abandon the investigation would be regrettable. 
Sb b For k Poirot lI· to [vp abandon the investigationlll]. 
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Sc CP 

I 
C' 

� 
C [P 

For 

� 
NP [ '  

Poi rot 

� 
[ VP 

�!�;e] I 
V' 

A 

to 

V NP 

. /  � 
abandon the investigation 
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In (Sa) the subject of abandon is the R-expression Poirot. This NP has a specific 
referent, an individual known by the name Poirot. In (3), though, the non­
overt subject of abandon does not have inherent reference. Its interpretation 
is like that of a pronoun, either a specific pronoun (which would be recovered 
from the context) or generic one: 

Sd FOr{ r: } to abandon the investigation would be regrettable. 

them 
one . 

r 

In the literature the non-overt subject of the infinitival clause is represented 
by the element PRO:1 

1 PRO is often called 'big PRO', in contrast with 'small pro' which we discuss in 
chapter 8. 
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6 CP 

I 
C' 

� 
C JP 

/'1 
NP I '  

� 
VP 

I 
V' 

� 
V NP 

I �  
PRO to abandon the investigation 

The difference between PRO and the pronouns in (5d) is that the latter 
have phonetic content and the former does not. PRO is a non-overt NP. This 
means that the EPP can be satisfied by non-overt material. By analogy with 
(Se), we also assume that the complementizer position in (6) is present though 
not filled by any overt element. 

1.3 Local Relations 

There are a number of additional arguments that support the idea that an 
infinitival clause without an overt subject has a non-overt subject. These 
arguments all have the same structure. We establish that within the clausal 
domain there is a local relation between the overt subject NP and another 
constituent. Then we show that even when the subject is not overtly realized 
such a local relation can ·  be established and we propose that in such cases 
there is a non-overt subject. 
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1.3.1 PURPOSE CLAUSES 

Consider (7a): 

7a We will abandon the investigation [in order for you to save money] . 

In (7a) we have bracketed the infinitival purpose clause in order for you to 
save money. The subject of the purpose clause is you, and this is the AGENT 
of to save money. Now let us turn to the examples (7b)-(7d). These also 
contain an infinitival purpose clause, in order to save money. But the non­
finite purpose clause lacks an overt subject. 

7b b lIP Poirot abandoned the investigation [in order to save money]]). 
7c b For lIP Poirot to abandon the investigation [in order to save money]]) 

would be regrettable. 
7d b [IP To abandon the investigation [in order to save money])] would be 

regrettable. 

We focus on the interpretation of the inPnitival purpose clauses.2 In (7b), just 
as in (7a), the purpose clause is embedded in a finite clause. The AGENT of 
to save money is understood to be the same as the AGENT of abandon the 
investigation, i.e. it is the subject of the immediately dominating clause: Poirot. 
In (7c) the infinitival purpose clause is embedded in a non-finite clause. Again 
the AGENT of io save money will be understood to be the same as the 
AGENT of the immediately dominating clause, i.e. Poirot. In (7d) the non­
finite clause to abandon the investigation appears not to have an overt 
subject; again the AGENT of the purpose clause to save money is identical 
to the AGENT of to abandon the investigation. The external argument of 
to abandon the investigation, though not overt, is understood and it interacts 
with other elements in the structure in the same way that the overt subject 
interacts in (7b) and (7c): it determines the interpretation of the subject of the 
purpose clause. Hence (7d) will have the partial representation (7e): 

��.:(. 
7e b lIP PRO' To abandon the investigation [in order to save money]]) 

would be regrettable. 

A similar argumentation can be developed on the basis of the following 
examples: 

1 See also sections 2 and 5.3. 
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8a Poirot abandoned the investigation [without giving an explanation]. 
8b [For Poirot to abandon the investigation [without giving an explana­

tion]] would not be justified. 
8c [To abandon the investigation [without giving an explanation]] would 

not be justified. 

In (8a) and in (8b) the AGENT of giving an explanation is interpreted as 
identical to the subject of the immediately dominating clause, i.e. it is inter­
preted as Poirot. In (8c) the AGENT of giving an explanation is interpreted 
as identical to the understood AGENT of abandon the investigation. We say 
again that the subject of abandon the investigation is syntactically repre­
sented and that it plays a role in the interpretation of the subordinate clause. 

8d [pRO to abandon the investigation [without giving an explanation]] would 
not be justified. 

1 .3.2 TOGElHER 

Consider the distribution of together in the following sentences: 

9a The boys left together. 
9b "The boy left together. 

The grammaticality of (9a) as opposed to the ungramrnaticality of (9b) suggests 
that together needs to be related to a plural NP in an A position. This is 
confirmed by the contrast (9c) vs. (9d): 

9c I saw the boys together. 
9d *1 saw the boy ·together. 

Adopting a term from the previous chapter we can say that together requires 
a plural antecedent. The relation between together and the antecedent is local: 

ge "The boys said la that In> Mary left together]] .  

There is  no way in which together in the subordinate clause in (ge) could be 
related to the subject NP of the higher clause, the boys. Now consider the 
examples in ( to): 
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lOa b For [IP the boys to leave together]] would be stupid. 
lOb b lIP To leave together]] would be stupid. 
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In (lOa ) together is related to the subject of the infinitival clause, the boys. 
In ( lOb) it seems to have no antecedent. If we wish to retain our generaliza­
tion formulated above then we could account for the grammaticality of (lOb) 
by proposing that the non-finite clause contains a non-overt subject. It is this 
non-overt subject which can function as the antecedent of together. The 
infinitival clause will be represented with a non-overt subject PRO: 

10c b IIp PRO to leave together]] would be stupid. 

1 .3.3 PREDICATES 

The interpretation of the predicative AP in the sentences in ( 1 1 )  also provides 
evidence for postulating PRO as the subject of the infinitival clause in (l 1c): 

1 1a Mary arrived exhausted at the party. 
l l b  b For [IP one's guests to arrive exhausted at a party]] is terrible. 
l lc [[To arrive exhausted at a party]] is terrible. 

In (l 1a) the predic:ate exhausted is predicated of the subject NP Mary� In ( l 1b) 
similarly exhausted is predicated of the subject of the infinitival clause, one's 
guests. The interpretation of (l 1c) is that exhausted is predicated of the 
non-overt subject of to arrive at a party. Once again we assume that the 
understood subject of the infinitival clause in (l 1c) is represented as PRO. It 
interacts with other elements in the clause. 

l Id [[PRO to arrive exhausted at a party]] is terrible. 

We btiefly retul1} to predicates like exhausted in (11 )  in section 3.4. 
,r 

1.3.4 BINDING 

Finally consider ( 12) 

12 [To identify oneself here] would be wrong. 
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Following our discussion above we assume that the subject of to identify oneself 
is the non-overt NP PRO. The direct object of identify is realized as an anaphor, 
the reflexive oneself. As discussed extensively in chapter 4, Principle A of the 
binding theory (chapter 4, (46) ) requires that an anaphor must be bound in 
its governing category. Given that (12) is grammatical, we deduce that Prin­
ciple A is not violated. H we postulate that the infinitival clause has a non­
overt subject, PRO, this subject can act as the binder of the reflexive. The 
governing category of oneself will be the lower non-finite clause. The clause 
contains the governor of oneself, the verb identify, and it contains a subject, 
PRO. It is clear that without the assumption that there is a non-overt subject 
in the lower clause, it will be hard to see how Principle A of the binding 
theory could be satisfied in the sentence. 

Let us fro� now on adopt the hypothesis that in infinitival clauses without 
an overt subject NP, the subject is represented syntactically as PRO. In the 
remainder of this chapter we look in some more detail at the properties of 
PRO. 

2 The Features of PRO 

2. 1 [+ Anaphoric] and [+ Pronominal] 

We have posited that infinitival clauses without overt subjects have a non­
overt subject represented as PRO. Using the arguments oudined in section 1, 
the same element will be taken to occupy the subject position in the infinitival 
clauses in (13).  The reader is invited to consider for himself the motivation 
for the presence of PRO: 

13a Poirot is considering [Cl' whether fn. PRO to abandon the investiga­
tion]]. 

Bb Poirot needed a lot of courage [cp fn. PRO to abandon the investiga­
tion]]. 

Bc Poirot was glad [ep fn. PRO to abandon the investigation]] .  

In (Ba) the infinitival clause is the complement of the verb consider. In (Bb) 
an infinitival clause is used as an adjunct; the clause is a purpose clause. In 
(Bc) the infinitival clause is the complement of an adjective glad. 

As the reader will have been able to verify, the projection principle, the 
theta criterion and the EPP, offer arguments for postulating PRO. However, 
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the interpretation of PRO in (13 )  differs from that in the (3), repeated here 
for convenience's sake as (13d): 

Bd b lIP PRO to abandon the investigation]] would be .
regrettable. 

In (Bd) PRO is roughly equivalent to a pronoun. Let us say that PRO is 
'pronominal' . Depending on the context PRO may be taken to refer to a 
specific referent ( 'you', 'they', etc.) or it may be interpreted as equivalent to 
the arbitrary pronoun one. In (Ba), (Bb) and (Bc) on the other hand, PRO, 
the subject of the infinitive, will normally be understood as 'Poirot'. In these 
examples PRO is like an anaphor: it is dependent on another NP for its 
interpretation. Using the feature system elaborated in chapter 4 (section 7) 
and on the basis of the interpretations which are assigned to PRO in (13)  we 
will propose that PRO is both pronominal (Bd) and anaphoric (13a)-(13c): 
PRO is an NP with the feature matrix [+Anaphoric, +Pronominal] . 

When PRO is interpreted as referentially dependent on another NP in the 
same sentence, as is the case in (Ba), (Bb) and (13c), we say that it is 
controlled by that NP. 

The term control is used to refer to a relation of referential dependency 
between an unexpressed subject (the controlled element) and an expressed 
or unexpressed constituent (the controller) .  The referential properties 
of the contro�ed element . . . are determined by those of the controller. 
(Bresnan, 1982: 372) 

In (13a)-(13c) PRO is controlled by the main clause subject NP Poirot. As 
has become our practice, we indicate the referential dependency between 
controller (Poirot) and controlled element (PRO) by coindexation: 

14a Poirot; is considering b whether lIP PROj to abandon the investiga­
tion]). 

14b Ppirot; need�d a lot of courage [a [IP PROj to abandon the investiga-
tion]]. r 

14c Poirot; was glad b [IP PROj to abandon the investigationll. 

In the cases where PRO is not controlled by another NP and refers freely, 
as in (Bd), PRO can also have an arbitrary reading: this is arbitrary PRO. 
This occurrence of PRO is sometimes represented as follows: PRO.w 
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14d [[PROarb to abandon the investigation]] would be regrettable. 

PRO may also be dependent on implicit arguments: 

15a The operation was abandoned [PRO to save money]. 
15b [PRO to control yourself] is very advisable. 

In ( 15a) PRO is not arbitrary in reference. Rather it is controlled by the 
implied AGENT of abandoned. In (15b) PRO is controlled by the implied 
BENEFACTIvE, which may be oven or implicit: 

15c PRO to control yourself is very advisable (for you). 

We assume that the non-overt subject NP of infinitival clauses is syntactically 
represented as PRO, with the feature matrix [+Anaphor, +Pronominal]. We 
now have to determine what the conditions of the occurrence of PRO are, in 
which contexts it is admitted or licensed and how its content, its interpreta­
tion, is determined. The module of the grammar which regulates the distri­
bution and the interpretation of PRO is called control theory. We turn to 
some aspects of control theory in section 3.  

2.2 Nominal Features 

The question arises whether other grammatical features should be associated 
with PRO. If PRO is a non-overt NP, it will also have the categorial features 
[+N, -V], which are characteristic of NPs (cf. chapter 2, section 6). Overt 
NPs are also characterized by nominal agreement features such as person, 
number, and gender: In some languages such features have an overt reflex, 
realized on nouns, adjectives and determiners, in others the features are 
abstract. Italian illustrates the first type of language: 

16a La ragazza e contenta. 
the girl is contented 
fem sg fem sg 

16b Le ragazze sono contente. 
the girls are contented 
fem plural fem plural 

16c n ragazzo e contento. 



Non-overt categories: PRO and Control 

the boy is happy 
masc sg masc sg 

16d I ragazzi sono contenti. 
the boys are happy 
masc pI masc pI 
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In the above sentences the subject NPs are all third person. The NPs are 
differentiated with respect to gender and number: la ragazza is feminine 
singular, le ragazze is feminine plural, if ragazzo is masculine singular, j ragazzi 
is masculine plural. The form of the article varies according to the gender and 
number features of the noun it is associated with. Also, the head of the AP 
agrees with the subject with respect to number and gender features: contenta 
is singular feminine, for instance, etc. In English, articles and adjectives do 
not vary morphologically with respect to number and gender features. How­
ever, we can detect person, number and gender features in certain types of 
sentences. Recall from chapter 4 that reflexives agree in person, number and 
gender with their antecedents: 

17a John has hurt himselfl"herselfl*myselfl"themselves. 
17b The boys have hurt themselves'*himseW*myself. 

In (17) the choice of the reflexive is determined by the grammatical features 
of its binder: John is third person masculine singular and hence it will bind 
a reflexive with the same features: himself. Similar observations apply to ( 1 8) :  

18a I can do this on myl*your'*his own. 
18b You C;ln do this on your'*my'*his own. 
18c The boys have to do this on their'''his own. 

The expression on . • .  ·s own behaves like an anaphor in that it has to be 
bound. The possessive pronoun in this construction matches the subject NP 
with respect to the features person, number and gender. The binder for the 
relevaii phrase }S local. 3 The above examples serve to show that we can 
identify the features of the subject NP by looking at the features of an 
anaphor which it binds. Now consider what happens in sentences with a 

3 Observe for instance that in (i) the phrase on their own cannot be related to the 
NP the boys because this NP is outside the immediately dominating clause. 

i. ""The boys thought b that lIP Mary had to do this on their own]]. 
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subject realized as PRO. In a control structure, PRO picks up the agreement 
features of the controller: 

19a Poirot wondered [cp whether lw PRO to invite himseW"herself to the 
party]]. 

19b Poirot wondered [cp whether [IP PRO to go to the party on his/*her 
own]]. 

Uncontrolled or arbitrary PRO is singular in English, and it can have either 
third person or second person features: 

19c It is not always easy [cp [IP PRO to control oneself in public)). 
19d It is not always easy [cp [IP PRO to control yourself in public)). 

In Italian, as is to be expected, controlled PRO also picks up the features of 
the controller: 

20a Gianni ha promesso £er di lw PRO parlare di se stesso]] .4 
Gianni has promised of talk of himself 
'Gianni has promised to talk about himself.' 

20b Gina ha promesso [cp di lw PRO essere pronta)). 
Gina has promised of be ready 
'Gina has promised to be ready.' 

But unlike in the case in English, arbitrary or uncontrolled PRO has the 
features [+ Plural] and [+ masctiline]: in (20c) se stessi, the re�ve, has to 
be masculine plural, similarly in (20d) the participle amati is also masculine 
plural. 

20c E difficile £er lw PRO parlare di se stessi/'·se stesso)). 
is hard talk of oneselvesr' oneself 
'It is difficult to talk about oneself.' 

• For the status of Italian di cf. Kayne (1991: 668). 
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20d E bello £er fn. essere amati'''amata da te]]. 
is niee be loved (masc pl)lloved (fern sg) by you 
'It is nice to be loved by you.' 
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The data sketched above suggest that in addition to the features [+N, -V, 
+ anaphoric, + pronominal], PRO has nominal agreement features, which, in 
the case of arbitrary PRO vary cross-linguistically. Finally consider the fol­
lowing examples: 

21a [[PRO to roll down a hill]] is dangerous. 
21 b Mary rolled down a hill. 
21c Stones rolled down a hill. 

22a £er fn. PRO Essere efficienti]] e importante. 
be efficient (pi) is important 
'It is important to be efficient.' 

22b Gli professori sono efficienti. 
the teachers are efficient 

22c Quelle macchine sono efficienti _ 
these cars are efficient 

When its subject is realized overtly the predicate roll down a hill may take 
either an animate (21b) or a non-animate (21e) argument, but when its 
subject is arbitrary PRO, only the animate argument is possible. Similarly in 
Italian the predicate efficiente ('efficient') may be predicated of persons- (22b) 
or of things (22c) but when it is predicated of arbitrary PRO then the latter 
must have a animate interpretation. The feature [± Animate] is yet another 
feature to be associated with arbitrary PRO. 

3 The Distribution of PRO 

r 

3.1 The Data 

In this section we study the distribution of PRO. We shall examine whether 
this element is necessarily restricted to subject positions of infinitivals. Would 
it be possible to find PRO as the subject of a finite clause? Can PRO be found 
in a direct object position? We may also wonder whether every infinitive 
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could have a PRO subject. A glance at the data in (23)-(25) suggests that the 
answer to all three questions is negative: 

23a "Poiro� wondered le. whether £n. PROj to invite PRO)).  
23b "Poirot wondered le. whether £n, he should invite PRO)) . 

24a " [IP PRO should invite the sergeant]. 
24b "Poirotj wondered fer whether £n, PROj should invite someone)). 

25a "Poiro� preferred very much le. for £n. PROj to destroy something)) . 
25b "Poirotj believed [IP PROj to be the best detective]] . 

(23) shows that the non-overt element PRO cannot be used as a direct 
object.s The ungrammaticality of the sentences is due to the presence of PRO 
in the object position of invite. If we replace PRO by an overt NP the sen­
tences become grammatical: 

26a Poirotj wondered [cp whether [IP PROj to invite her)). 
26b Poirot wondered fer whether [IP he should invite her]]. 

(24) suggests that PRO cannot appear as the subject of finite clauses, 
whether they be main clauses (24a) or subordinate ones (24b). If we replace 
PRO by an overt NP the sentences in (24) become grammatical: 

27a [IP You should invite the sergeant]. 
27b Poirotj wondered le. whether £n. he should invite someone]] .  

(25) finally provides evidence that although PRO may be the subject of 
some infinitival clauses, not every infinitival construction allows PRO as its 
subject. 

These facts need to be explained. Recall that the ultimate goal of linguistic 
theory is to provide an explanation for language acquisition. We assume that 
the child acquiring a language will have to construct a grammar which allows 
for sentences containing the non-overt NP represented as PRO. The child will 
also have to construct a grammar which is constrained enough so as to allow 

S For non-overt NPs that may occur in object position the reader is referred to 
chapters 6, 7, and 8. 
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only grammatical sentences. The grammar should not generate, for instance, 
(23), (24) and (25) . 

One can, of course, try to think of many hypotheses why PRO should not 
be able to turn up in the examples above. One approach would be to devise 
three separate statements banning PRO from (i) being the object of a tran­
sitive verb (23), (ii) being the subject of a finite clause (24); and (iii) being the 
subject of certain, yet to be determined, infinitivals (25).  But this would be 
merely providing three descriptive stipulations and this would not explain 
anything. Listing these stipulations would also suggest that these three con­
straints on the occurrence of PRO are three independent principles of UG 
which a child must learn one by one. It would clearly be preferable if we 
could explain the three properties mentioned in terms of one or more other 
properties which are independendy established. We turn to an explanation 
for the restrictions on the distribution of PRO in the next section. 

3.2 PRO and Overt NPs 

Let us see if we can find a property common to the illegitimate occurrences 
of PRO in (23), (24) and (25) and oppose these examples to legitimate occur­
rences of PRO such as those in (28).  

28a Poirotj preferred very much [pROj to invite the sergeant]. 
28b [PRO to in:vite the policeman] would be regrettable. 

One characteristic that sets off the illegitimate occurrences of PRO in (23)­
(25 ) from the legitimate ones in (28 ) is that in the former an overt NP can 
replace the illegitimate PRO and lead to grammaticality (as shown in (29)­
(31 )  while this is not possible for the legitimate occurrences of PRO (32). 

29a cf. 23a Poirotj wondered b whether I:w PROj to invite anyone]]. 
29b cf. 23b Poirot wondered b whether [0' he should invite anyone]] .  

, 

30a cf. 24a y�u should invite the sergeant. 
30b cf. 24b Poirotj wondered b whether I:w he; should invite someone]]. 

31a cf. 25a Poirotj preferred very much [cp for [IP the detectivesj to destroy 
something]]. 

31b cf. 25b Poirotj believed [Watsonj to be the best detective]. 
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32a cf. 28a "Poirot; preferred very much b [IP the police; to invite the 
sergeant]] .  

32b cf. 28b " b lIP Anyone to invite the policeman]] would be regrettable. 

The ungrammaticality of the examples in (32) follows from case theory (see 
chapter 3) .  In (32a) the NP the police will not be case-marked by the verb 
prefer, because it is not adjacent to the verb. In (32b), there is no case 
assigner to case-mark the NP anyone in the subject position of the infinitival 
clause. The insertion of the prepositional complementizer for saves the 
sentences: 

33a Poirot preferred very much lcp for lIP the police to invite the sergeant)) .  
33b [cp For lIP anyone to invite the policeman]] would be regrettable. 

The overt NP subject of the infinitival clause in (33) cannot be replaced by 
PRO: 

33c "Poirot preferred very much b for lIP PRO to invite the sergeant]].  
33d " [cp For [IP PRO to invite the policeman)) would be regrettable. 

In (33a)" and (33b) for governs the relevant NPs and will assign ACCUSA­
TIVE case. We deduce from these observations that PRO in (28) occurs in 
an ungoverned position. From the ungrammaticality of (33c) and (33d) we 
conclude that PRO must not be governed. 

If PRO must be ungoverned, then it cannot alternate with oven NPs and 
the ungrammaticality of the examples in (23)-(25) follows. Consider the 
italicized NPs in (29)-(31) .  We know from our discussion of case theory in 
chapter 3 that overt NPs must be case-marked and that case is assigned under 
government. We conclude that the relevant NPs in (29), (30) and (31)  are 
governed. In (29) the object NP is governed by the verb invite. In (30) the 
subject NP of the finite clause is governed by INFL. The subject of infinitival 
clause in (31)  is case-marked by the prepositional complementizer for in (31a) 
and by the verb believe (ECM) in (31b) .  In (28 ) PRO is legitimate and it does 
not alternate with overt NPs. Being ungoverned, overt NPs would not be able 
to "be case-marked. 

Let us briefly return to example (12),  repeated here as (34a) with its syn­
tactic representation (27b): 

34a To identify oneself would be wrong. 
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IP 

CP 

I 
C' 

� 
C IP 

A 
NP I'  

A 
I VP 

I I [:r:;] � 
V - NP 

I �  

I '  

VP 

[past] 3sg 

PRO; to identify oneself; would be wrong 
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If we want to say that PRO is ungoverned we must assume that the head 
of lP, I, does not govern PRO. Note that this is a case of a 'weak' I, i.e. one 
that is negatively specified for both [Tense] and [AGR] features. I is not 
strong enough to govern PRO (cf. chapter 3). 

In our representation in (35a) we also posit that there is a C-projection. We 
may wonder whether the C-projection is ne�ded. Suppose that there were no 
C-projection and that the representation of (34) were (35b) . 
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35b IP 

PRO; to 

V' 

� 
V NP 

I L  
identify oneself; 

I' 

1\ 
VP 

[past] 
3sg 

would be wrong 

PRO is the subject of an infinitival clause. We have just adopted the hypo­
thesis that infinitival I is not strong enough to govern PRO. Recall that we 
also assume that the projection of this 'weak' infinitival I is. not a barrier for 
outside government [see the discussion in chapter 3). In the representation 
(35b), PRO, the subject of the lower lP, will be governed by an external 
governor, specifically the finite inflection of the higher .clause, which is a 
governor (see chapter 3).  We conclude that representation (35b) is inadequate 
and must be rejected iD favour of (35a). In (35a) PRO is ungoverned: infinitival 
I is not a governor, by assumption, and ep is a barrier to government, being 
a maximal projection.' 

3.3 PRO must be Ungoverned: the PRO Theorem 

Our hypothesis with respect to the distribution of PRO is that its occurrence 
is restricted to ungoverned positions. PRO is admitted or licensed if it is 
ungoverned. It follows that PRO is in complementary distribution with oven 

6 At this point we are operating with a provisional definition of the notion barrier. 
We return to the notion extensively in chapters 9 and 10. 
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NPs. Where PRO is allowed, overt NPs are excluded; where overt NPs are 
allowed, PRO is excluded. 

This analysis is an improvement on the previous one in which we simply 
stipulated that PRO does not occur (i) in object positions, (ii) as the subject 
of finite clauses, and (iii) as the subject of certain infinitival clauses. Three 
properties of PRO can be derived from one general constraint: PRO must be 
ungoverned. But what we have achieved so far is still only a generalization 
which describes the restricted occurrence of PRO. It does not follow from any­
thing. In comparison with our earlier discussion, all we have obtained is a 
more general stipulation: we have replaced three separate constraints by a 
single one. The remaining question is why PRO should be constrained to 
appearing only in ungoverned positions. 

In the discussion of the interpretation of PRO in section 2.1  we assumed 
that PRO is specified as [+ Anaphor, + Pronominal] . Given our discussion in 
chapter 4 we expect this element, like all NPs, to be subject to the binding 
theory. In chapter 4, section 7 the binding theory was reformulated in terms 
of the features [± Anaphor], [± Pronominal]: 

36 Binding theory 
Principle A 
An NP with the feature [+ Anaphor] must be bo.UJld: m, its governing 
category. 
Principle B 
An NP with the feature [+ Pronominal] must be free in its governing 
category. 

According to its feature composition, PRO should be subject to both Prin­
ciple A (it is [+ AnaphorJ ) and to Principle B (it is [+ Pronominal). In other 
words, as discussed in chapter 4, section 7.3, PRO is subject to contradictory 
requirements: it must be both bound and free in its Gc. We hinted at a 
solution for this paradox in our earlier discussion in chapter 4, section 7.3. 
NPs with the features [+ Anaphor, + Pronominal] will survive if they are 
ungoverned. If an NP is not governed, then it will not have a Gc. We had 
dev�!oped the hypothesis that PRO is licensed when ungoverned. The re­
quirement thatfPRO be ungoverned derives from the binding theory as set up 
independently and from the characterization of PRO as [T Anaphor, + 
Pronominal]. The proposition that PRO 'must be ungoverned is referred to as 
the PRO theorem? it is not a self-evident truth, but it is deduced by a chain 
of reasoning on the basis of other accepted . propositions. 

7 In this book we show how the PRO theorem can be derived from the binding 
theory. However, not all syntacticians agree on this. For other viewpoints see, for 
instance, .Brody (1985). Kayne (1991 ) offers imponant modifications. 
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Consider also the following contrast: 

37a "John prefers fa for /Jp PRO to leave]]. 
37b "John doesn't know [cp if [JP PRO to leave]] . 
37c John doesn't know [cp whether [IP PRO to leave]] .  

The ungrarnmaticality of (37a) i s  related to the PRO theorem: for, the pre­
positional complementizer, governs PRO. The same explanation could be 
used to explain why (37b) is ungrammatical: ifis the complementizer of indirect 
questions and governs PRO. However, the grammaticality of the apparently 
analogous (37c) is surprising. One possibility is simply to stipulate that whether 
is not a governor. Another possibility (suggested in Borer, 1989: 76) would 
be to assign the structures (38a) and (38b) to the infinitival clauses in (37b) 
and (37c) respectively: 

38a 

Spec C' 

� 
C !P 

/\ 
NP ! '  

I �  
if.  PRO to leave 



38b CP 

/1 
Spec C' 
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� 

whether 

C IP 

1\ 
NP l '  

I �  
PRO to leave 

275 

Contrary to our proposals in chapter 2, (38)  differentiates between if and 
whether. If is a head, dominated by C; in (37b)/(38a) if will govern PRO. 
Whether, on the other hand, would not be dominated by C but is generated 
under [Spec, CP). This analysis would mean that whether is a maximal pro­

jection. Recall that we have seen in chapter 2 that [Spec, CP] is occupied by 
maximal projections. Whether will not govern PRO in (38b)8 according to 
our definitions. 

3.4 Other Non-finite Clauses and PRO 

So far we have seen that PRO occurs as the subject of infinitival clauses. It 
also occurs in other types of non-finite clauses: 

39a Poirot; remembers [PROi abandoning the investigation]. 
39b I; left [without [PROi giving an explanation]] .  
39c Poiroti died [[PROi waiting for Miss Marple]] .  
39d Poirot; arrived [pRO; angry] . 

. 
r 

8 As we will see in chapter 8 and following, whether would also not be an ante­
cedent-governor of PRO. 

The contrast between if and whether is also developed in Kayne ( 1991). This 
paper also offers important comparative discussion on the starus of if, whether, 
and their equivalents in Romance languages. We suggest that this paper should 
only be tackled at the end of the present introduction. Exercise 6 at the end of 
this chapter provides some illustrations of the problems discussed by Kayne. 
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In (39a) the verb remember has a gerundival clause as its complement, a 
clause headed by the gerund of the verb abandon. The structure of such clauses 
is notably complicated.9 Suffice it to say that, following earlier discussion, the 
verb abandon assigns two thematic roles and thus requires two arguments. 
We assume that the external argument is PRO. PRO is interpreted as refer­
entially dependent on the main clause subject Poirot. 

In (39b) we find a gerundival clause as the complement of a preposition 
(without) . We do not discuss the structure of the PP headed by without or 
of the gerundival constituent. However, on the assumption that give an ex­
planation needs an external argument we posit that the subject of the gerund 
is also PRO. 

In (39c) the gerundival clause is an adjunct and is not governed by either 
a verb or a preposition. As the reader can see, PRO may again function as 
its subject. In (39d) we find PRO as the subject of a small clause. From (40) 
we deduce that angry assigns a theta role: the NP Poirot is assigned a theta 
role by the predicate angry. The bracketed string is a small clause comple­
ment of thought. 

40 We thought [Poirot angry]. 

For (39d) we assume that the small clause has a non-overt subject. At this 
point the reader may well become suspicious. In chapter 3 we argued that 
small clauses are not barriers to outside government. In an example like (40) 
the subject of the small clause Poirot must be case-marked. In (40) the verb 
think case-marks the subject of the small clause. On the other hand, we have 
argued that PRO is ungoverned. How can the subject of a small clause be 
governed in one context (40) and ungoverned in another (39d)? We return 
to this issue in chapter 10. At this point we merely draw the reader's atten­
tion to the fact that the small clause in (40) is a complement of think: Poirot 
angry is assigned a theta role by the lexical head think. The small clause PRO 
angry is an adjunct in (39d), it may be omitted.lo 

4 Properties of Control 

So far we have not dealt in any detail with the interpretation of PRO. We 
have merely established (in section 1.3)  that sometimes PRO is controlled by 

, There is a vast literature on gerunds. The reader is referred for example to work 
by Abney (1987), }obnson (1988), Milsark (1988), Reuland (1983) and to the 
references cited there. 

to For a different interpretation of the adjunct small clause 'the reader is referred to 
Williams (1980). 
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an NP, sometimes it is controlled by an implicit argument, and sometimes it 
is not controlled at all and its interpretation is 'arbitrary'. In this section we 
give a brief survey of some of the central issues which control theory should 
deal withY We describe the contrast between obligatory and optional control 
(section 4.1), between subject control and object control (section 4.2). We 
also discuss the c-command requirement on control patterns (section 4.3) and 
we deal with the type of NP that can act as a controller (section 4.4). 

4.1 Obligatory Control and Optional Control 

In the literature on control two types are often distinguished: optional control 
as in (41), and obligatory control, as in (42): 

41a John thought that it was important [[PRO to behave oneself/himself]]. 
41b John asked [how [PRO to behave oneselflhimself]]. 
41c John wonders [how [PRO to behave oneselflhimself]]. 
41d John and Bill discussed [[PRO behaving oneseWthemselves in public]]. 

(examples (41c-41d) adapted from Huang (1989) ). 

42a John tried [[PRO to behave himseW"oneself]] .  
42b John was reluctant [[PRO to behave himseW"oneself]]. 
42c John promised Mary [[PRO to behave himseW*herselfl*oneself]]. 
42d John told Mary [[PRO to behave herseW"himseW*oneself]]. 
42e John abandoned the investigation [[PRO to keep himself/"oneself sane]]. 
42f John arrived [PRO pleased with himseW*oneself]]. 

In (41) control is optional. PRO may be controlled by John but it may also 
have an arbitrary interpretation as shown by the fact PRO may bind either 
-himself or oneself. In (42), on the other hand, PRO, must be controlled and can­
not be arbitrary, as shown by the ungrammaticality of oneself. We return to 
the contrast between obligatory control and optional control in section 5.5. 

4.2 Subjea Control vs. Object Control 

In- the examples of obligatory control in (42) we see that sometimes the 
controller must be the subject (42a, b, c, e, f) sometimes the object NP (42d). 

1\ This section relies heavily on Chomsky (1986a: 124-31), on Manzini (1983) and 
on Williams (1980). Manzini (1983) integrates the theory of control into a revised 
version of the binding theory. WiIIiarns (1980) relates control to the more general 
notion of predication, i.e. the relation between subject and predicate. 
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The former type is subject control, the latrer is object control. Verbs like try 
and promise, which impose subject control, are called verbs of subject con­
trol. Verbs like tell are verbs of object control. Other examples of subject con­
trol are given in (43a)-(43c) and object control is further illustrated in (43d)­
(43f). The phrase on his/her/one's own is linked to the PRO subject. We can 
infer which NP is the controller of PRO from the choice of possessive. 

43a Poirotj decided 6nally [[PROj to go on his'''one's own]). 
43b Poirotj was willing [[PROj to go on his'''one's own]). 
43c Poirotj was eager [[PROj to go on his/"one's own]). 
43d Poirotj ordered Miss Marplej [[PROj to go on her,"his'''one's own)]. 
43e Poirotj instructed Miss Marple; [[PROj to go on herl"his/"one's own]). 
43f Poirotj allowed Miss Marple; [[PROj to go on her/"his'''one's own]]. 

4.3 C-command and Obligatory Control 

Consider the examples of obligatory control in (44): 

44a Poirot's sister promised Miss Marple [[PRO to behave herself' 
.. himself]). 

44b Poirot told Watson's sister [[PRO to behave herselfl*himself]). 

In (44a) only the NP Poirot's sister can control PRO in the subordinate clause. 
The NP Poirot in its specifier position cannot function as a controller of 
PRO. Similarly, in (44b), only the entire NP Watson's sister can be a con­
troller for PRO. There appears to be a configurational constraint on control 
similar to the constraints that define the antecedent for binding: in the case of 
obligatory control the controller must c-command the controlled element. The 
reader can verify that Poirot in (44a) or Watson in (44b) do not c-command 
PRO. 

In the case of optional c�ntrol the situation is different, as illustrated in 
(45) :  

45a [[PRO not to behave myselflhimselfloneself]] would be wrong. 
45b [[PRO to behave myself]) would be my pleasure. 

In (45a) PRO is not controlled by anything in the sentence: it may be taken 
to have an arbitrary reading or it may be taken as referring to a specific 
referent which will have been established in the context. In (45b) PRO will 
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be taken to be controlled by the specifier my of the NP my pleasure. The 
controller my in (45b) d�es not c-command PRO. WiIliams (1980) argues 
that the c-command requirement distinguishes obligatory control from op­
tional control. 

4.4 The Controller: Argument Control 

Consider the following examples: 

46a Three accidents occurred after lunch. 
46b There occurred thtee accidents after lunch. 
46c No medical help was available on the premises. 
46d There was no medical help available on the premises. 
46e Three more accictents occurred without there being any medical help 

available on the premises. 
46f There occurred thtee more accidents without there being any medical 

help available on the premises. 
46g "There occurred thtee more accidents without PRO being any medical 

help available on the premises. 

In (46a) occur takes one argument. In (46b) we have an example of an alter­
native sentence pattern in which the subject position of occurred is occupied 
by the expletive element there. Expletives are non-argument elements which 
fill an NP position. The expletive subject is required for structural reasons 
(EPP). 

Similarly in (46c), the subject of the sentence is the NP no medical help 
and in the paraphtase in (46d) the subject position is taken up by the non­
argument there. 

As can be seen in (46e) and (46f) there may also be the subject of a gerundival 
clause. However, (46g) shows that it is not possible for PRO to be controlled 
by an expletive there in the higher clause. We conclude from the examples 
that control by an expletive is not allowed: PRO must be controlled by an 
argument . 

.. ;� .. ' -
.' 

5 Control Patterns: Further Examples 

In this section we illustrate and discuss some types of control sentences. The 
following topics are discussed: (i) sentences with PRO as the subject of a 
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complement clause (5.1), (ii) passivization and control (5.2), (ill) adjunct 
clauses with PRO subjects (5.3 ), (iv) subject clauses with PRO subjects (5.4), 
(v) the contrast between obligatory" control and optional control (5.5). 

5.1 PRO in Complement Clauses 

Consider examples (43) repeated here as (47): 

47a Poirot; decided finally [[PRO; to go on hisP·one's own]]. 
47b Poirot; was willing [[PRO; to go on his/*one's own]]. 
47c Poirot; was eager [[PRO; to go on his/"one's own]]. 
47d Poirot; ordered Miss Marplej [[PROj to go on her/*his/"one's own]]. 
47e Poirot; instructed Miss Marplej [[PROj to go on her/*his/"one's own]]. 
47f Poirot; allowed Miss Marplej [[PROj to go on her/*his/"one's own]]. 

When PRO is the subject of a declarative complement clause it must be 
controlled by an NP. Arbitrary PRO is excluded in (47). However, different 
properties obtain when the complement clause is interrogative. In (48) either 
subject control (48a) or arbitrary control (48b) is possible: 

48a John asked b how [IP PRO to behave himself]]. 
48b John asked b how [., PRO to behave oneself]]. 

(from Manzini, 1983: 127) 

As the term suggests, a controller must be present in the case of obligatory 
control. Certain verbs in English may take arguments optionally rather than 
obligatorily: 

49a This analysis led the students to the wrong conclusion. 
49b This analysis led to the wrong conclusion. 

The direct object the students in (49a) is optional. We do not go into the 
discussion of this example here (see Rizzi, 1986a). Interestingly, lead may also 
act as an object control verb. In (50a) PRO, the subject of the complement 
clause of lead, must be controlled. As expected, the direct object of lead 
cannot be omitted (SOb). 
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50a This analysis led the studentsi [(PROi to conclude for themselves/*one­
self that Poirot was Belgian]] . 

SOb ·This analysis led 
·
[(PRO to conclude for oneself that Poirot was 

Belgian]]. 

Lead contrasts with promise which is a verb of subject control. In (5tb) we 
see that the complement NP of promise can be omitted. 

51a Poiroti promised Miss Marplej [[PROi to go]]. 
SIb Poiroti promised [[PROi to go]]. 

Because lead is a verb of object control, the direct object must be present in 
order to control the subject of the infinitival clause. In the case of promise, 
the direct object is not required as a controller.12 

5.2 Passivization and Control 

The interaction between passivization and control is complex. In this section 
we describe some of the effects. Unfortunately, no full account is available at 
this stage of development of the theory. 

In sentences which have object control patterns, passivization is generally 
possible. The object of the active sentence becomes the subject of the passive 
sentence (see the .discussion of passivization in chapter 3 and also chapter 6) 
and controls PRO: 

52a Miss Marplei was ordered [ep £n, PROi to go on her/*one's own]]. 
52b Miss Marplei was instructed b [IP PROi to go on her/"one's own]]. 
52c Miss Marplei was allowed b £n, PROi to go on her/*one's own]]. 

Subject control verbs do not pattern uniformly with respect to passivization, 
as the following sets of sentences illustrate . 

. 

53a . They preferred to go. 
53b They wanted to go. 
53c They tried to go. 
53d They decided to go. 

12 That an object controller cannot be omitted is known as Bach's generalization. We 
return briefly to the data in chapter 8.  
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54a "It was preferred to go. 
54b "It was wanted to go. 
54c "It was tried to go. 
54d It was decided to go. 

That matters are very complex can be illustrated when we look at the behavi­
our of the verb promise. In (55a) promise takes an NP complement and a 
clausal complement. The subject of promise controls the PRO subject in the 
non-finite clause and passivization is not possible: 

55a They promised Miss Marple to go. 
55b "Miss Marple was promised to go. 

The ungrammaticality of (55b) cannot be explained by saying that the verb 
promise does not passivize at all, as can be seen in (56) and (57). 

56a Emsworth promised Miss Marple a new bicycle. 
56b Miss Marple was promised a new bicycle. 

57a Emsworth promised Miss Marple that she would get a new bicycle. 
57b Miss Marple was promised that she would get a new bicycle. 

In (55b) promise is a verb of subject control and it fails to passivize. Consider 
(58), though, taken from Bresnan (1980: 404) where promise is a control verb 
and does passivize: 

58a Mary was never promised [[PRO to be allowed to leave)). 
58b It was never promised to Mary [[to be allowed to leave]]. 
58c [PRO to be allowed to leave]] was never promised to Mary. 

The sentences in (58) which involve control are parallel to those in (59) 
which do not involve control. At this point it is hard to formulate a coherent 
theory to account for the patterns illustrated here (cf. Bresnan 1980).  One 
point that favours passivization appears to be that in (58) the complement 
clause of (passive) promise itself also is passivized. 
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59a Mary was never promised that she would be allowed to leave. 
59b It was never promised to Mary that she would be allowed to leave. 
59c That she would be allowed to leave was never promised to Mary. 

5.3 PRO in Adjunct Clauses 

PRO as the subject of adjunct clauses is also obligatorily controlled: 

60a John abandoned the investigation [[PRO to save money for himself! 
" oneself]]. 

60b John arrived [PRO exhausted]. 
60c John hired Mary [(PRO to fire Bill]]. 

(Manzini, 1983: 428)  

In (60a) and (60b) PRO is controlled by the subject John, in (60c) either subject 
control or object control is possible. 

5.4 PRO in Subject Clauses 

In declarative complement clauses and in adjunct clauses PRO is obligatorily 
controlled. This is not the case when PRO appears in subject clauses. In (61a) 
we have an example of arbitrary control, in (61b) PRO is controlled by Bill 
which does not c:.command it. In (61c) an NP from a higher clause (Mary) 
controls PRO. (61d) shows again that c-command is not obligatory (data 
from Manzini, 1983: 424, (36)-(39) ) :  

61a [[PRO to behave oneself in public]] would help Bill. 
61b [[PRO to behave himself in public]] would help Bill. 
61c Mary knows that [[PRO to behave herself in public]] would help Bill. 
61d {[PRO to behave himself in public]] would help Bill's development. 

Vaiious propqsals have been formulated to deal with the data described in 
this section. However, at this stage no completely satisfactory control theory 
has been developed to cover all the complexities involved.13 

Il The reader is referred to the literature for further discussion. See, for example, 
Borer (1989), Bouchard (1984), Chomsky (1981a: 74-9, 1986a: 119-31), Huang 
(1991), Koster (1984a), Manzini (1983) and the criticism in Mohanan (1985) and 
Williams (1980). 
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5.5 Obligatory Control is not a Lexical Feature 

Let us return for a moment to the contrast between obligatory control and 
optional control, introduced in section 4 . 1 . Optional control is found in 
examples like (62)-(64) (from Huang, 1989: 199-200) :  

62a [PRO smoking] is harmful. 
62b [PRO to behave oneself] is important. 

63a John and Bill discussed [PRO behaving oneself]. 
63b John said [PRO to behave oneself]. 

64a John wonders [how [PRO to behave oneself]] . 
64b It is unclear [whether [PRO to go there]] .  

In all the examples above PRO is uncontrolled. In (62) it appears in a sentential 
subject, in (63) and in (64) it appears in a complement. 

Obligatory control is illustrated in (65): 

65a John tried [[PRO to behave himseW"oneself]]. 
65b John was reluctant [[PRO to behave himseW"oneself]] . 
65c They forced John [[PRO to identify himselfl"oneself]. 

One question that remains is what it is that makes control optionaVobliga­
tory. Is it a lexical property associated with a specific verb or adjective, or is 
it a configurational property of the syntax of the sentence? In subject clauses, 
control is optional. In complement clauses control can be optional (as in (63) 
and (64) or it can be obligatory as in (65). This contrast might lead us. to the 
conclusion that obligatory control is an idiosyncratic property of lexical items 
which could be given a specific feature, say [+ Obligatory control]. This 
feature would then be associated with the non-finite complement. The PRO 
subject of the infinitival complements of verbs with the relevant feature would 
be subject to obligatory control. The PRO subject of infinitival complements 
of verbs which lack the relevant feature would not be subject to obligatory 
control. Non-finite subject clauses, not being the complement of the verbs of 
the specific class, would not be subject to obligatory control. An approach in 
terms of a lexical feature would capture the idiosyncratic nature of control 
pattern with complement clauses. However, this lexical approach would not 
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account for instances of obligatory control which cannot be reduced to a 
lexical property of individual verbs. One instance in point is illustrated in 
(66): PRO subjects of the adjuncts are subject to obligatory control. As 
Huang (1989: 202) points out 'this obviously has nothing to do with the 
lexical properties of their main verbs'. Verbs like arrive in (66a) or leave in 
(66b) are not associated with the property [+ Obligatory control]: 

66a John arrived [pRO pleased with hirnselfl"oneself ]. 
66b John left the band [PRO to start working on his/"one's own). 

6 Summary 

This chapter focuses on a non-overt NP, represented as PRO, which occurs 
as the subject of -non-finite clauses. After providing empirical and theoretical 
arguments for postulating such an empty category, we examine its distribu­
tion and its interpretation. The module of the grammar that regulates the 
occurrence and interpretation of PRO is called control theory. 

The feature composition of PRO is a�gued to be [+Anaphor, +Pronominal], 
from which we derive the PRO theorem: 

1 PRO theorem 
PRO must be ungoverned. 

We say that PRO is licensed when it is ungoverned. This property allows 
us to predict that PRO does not alternate with overt NPs. 

With respect to the interpretation of PRO we see that it is either controlled 
by an argument NP or it is arbitrary in interpretation. In some sentence pat­
terns control is obligatory, in others it is optional. Both subject and object NPs 
may be controllers. In the case of obligatory control the controller must c­
comwand the c?ntrolled element. 

In the final section of the chapter we illustrate the occurrence of PRO in 
three syntactic environments: in complement clauses, in adjunct clauses and 
in subject clauses. 

Throughout the chapter we have described a number of properties of PRO. 
However, the discussion has often been rather descriptive and fragmentary. 
At this stage of the theory it is not possible to offer a coherent and fully 
developed theory of control. 
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7 Exercises 

Exercise 1 

In this chapter we have shown that the complementary distribution of 
PRO and overt NPs can be related to considerations of case theory 
and binding theory. Hence a pattern such as that in (1) and (2) is 
expected: 

1a *1 tried Bill to go. 
1b I tried to go. 
2a I believed Bill to be innocent 
2b *1 believed to be innocent. 

For each of the above examples provide a detailed syntactic represen­

tation and discuss the contrast in grammaticality between the paired 

examples. Consider which verb is a control verb and which an ECM 
verb. On the basis of examples such as those above one could conclude 
that a verb is either a control verb or an ECM verb. 
Now consider the following examples: 

3a I expect John to go first. 
3b I expect to go first. 
3c I want John to go first. 
3d I want to go first. 

How could one account for the grammaticality of all four examples? 
Would it be possible to maintain that a verb is either a control verb or 
an ECM verb?

· 

Consider the following examples from West Flemish, a dialect of Dutch. 
We have provided syntactic annotations. Which problems do the ex­
amples pose for the theory? 

4a [Me Lp Marie da te zeggen]] is et aI utgekommen. 
with Marie that to say is it all outcome 
'Because Marie said that, everything was revealed.' 

4b [Me [n,·zie da te zeggen]] . .. 
with she that to say 
'Because she has said that, .. .' 
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Zie is the third person feminine singular NOMINATIVE pronoun. 

4c [Me [PR01 da te zeggenll ee Janl t al verroan. 

with that to say has Jan it all betrayed 
'By saying that, John has given away everything.' 

Exercise 2 

287 

Consider again the idea that PRO is ungoverned. What problems does 
this raise for our discussion of the visibility requirement on theta-marking 
discussed in chapter 3714 

Exercise 3 

Consider the syntactic structure of the following sentences. Try to 
provide arguments for positing PRO whenever needed: 

1 Cinderella needs time to clean the chimney. 
2 Snow White ate the apple to please the witch. 
3 The dwarfs intend to take a cleaner. 
4 The dwarfs need a man who will do their washing. 
5 The dwarfs need a man to do their washing. 
6 Cinderella suggested going to the party. 
7 Prince Charming asked Cinderella to come along. 
8 While waiting for the coach, Cinderella fell i l l .  
9 When in doubt, ask a policeman. 

10 Cinderella was happy to accept the offer. 
1 1  I shall give you the examples, whenever relevant. 

12 Moving house often means buying new furniture. 
13 To err is human, to forgive divine. 
14 Cinderella was anxious to try the shoes. 

To know you is to love you. 
, 

···15 
;:� .. 

r 

14 The �eader will see that explaining the case filter in terms of visibility is problem­
atic. One possible way out is to argue that PRO is inherently case-marked. PRO 
would have a case specification as part of its feature composition (cf. section 2.2). 
We shall not explore this possibility here. The occurrence of PRO is one issue that 
raises questions for reducing the case filter to visibility. See also Davis (1986). 
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Exercise 4 

Consider the following pairs of sentences. The (b) sentences suggest 
a syntactic representation for the (a) sentences. Which arguments could 
be advanced against the representations? 

1a I have eaten. 
1 b I have [vp eaten PRO]. 
2a This analysis led to a remarkable conclusion. 
2b . This analysis [vp led PRO (pp to a remarkable conclusion]J. 

3 Italian 
3a Ho visto Luigi. 
3b �p PRO ho [vp visto Luigi)). 

(Ct. chapter 8 for diScussion of such Italian examples.) 
4a Take three eggs and boil for two minutes. 15 
4b Take three eggs and [vp boil PRO for two minutes)). 
Sa They met after a party. 
5b They met PRO after a party . 
6a This book is too difficult for me to read. 
6b This book is too difficult [cp for [IP me to read PRO)). 
7a He is a man whom you like when you see. 

7b He is a man lcp whom Lp you like PRO] [cp when �p you see 
PRO]]]. 
(See chapter 8 for discussion.) 

8a John is ill. I know. 
8b John is ill. [IP I [vp know PRO]J. 
9a John opened the door and left. 
9b John opened the door and [IP PRO left]. 

10 Italian 
10a Questo conduce la gente a concludere che . .  . 

This leads people to conclude that . . . 

10b Questo conduce PRO a concludere che . . . 16 

Exercise 5 

So far we have illustrated cases of PRO being controlled by one 
antecedent NP. Identify the controller of PRO in the following examples. 

15 The examples in (4) are from the register of instructional writing. See Haegeman 
(1987) and Massam and Roberge (1989) for discussion. 

l' For a discussion of examples such as (10) see Rizzi (1986a) and chapter 8 of this 
book. 
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Mary told John that it would be nice [PRO to go to the pictures 
together]. 

2 Mary told John that [PRO going to the pictures on their own] was 
out of the question. 

3 Bill wanted Tom to approve the decision [PRO to swim across the 
pond together]. 

4 Bill wanted Tom to agree that it was time [PRO to swim across the 
pond together]. 

5 Bill's mother wanted Tom to agree that it was time [PRO to swim 
across the pond together]. 
«3), (4) and (5) from Chomsky, 1986a: 126 (147» 

As suggested by the presence of together and on their own, PRO in 
the examples above must have a plural controller. The plurality is 
obtained by combining two NPs.Ttle examples illustrate what are 
known as split antecedents. Do the split antecedents in these exam­
ples c-command PRO? Williams (1980) argues that split antecedents 
are only possible in the case of optional control. Using examples of 
your own, check whether this hypothesis can be maintained. You may 
base your examples on section 4.1. 

Exercise 6 

In the text w� have discussed the difference in status between English 
if, which we take to be Co, and whether, which we take to be in [Spec, 
CP]. This difference would account for the contrast between (37b) and 
(37c), repeated here as (1a) and (1b) respectively: 

1a *John doesn't know if to leave. 
1 b John doesn't know whether to leave. 

Observe that if and whether can also be used to introduce a con­
ditional clause: 

..,�;.:'. 
r 

1 c If John goes, we will all be sad. 
1 d Whether John goes or not, things will have to change anyway. 

The French equivalent of English if/whether is si. On the basis of the 
examples below try to decide whether si is Co, like English if, or [Spec, 
CP], like English whether. 
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2a Marie ne sait pas si elle devrait aller au cinema. 
Marie does not know si she should go to the movies 
'Marie does not know if she ought to go to the movies: 

2b *Marie ne sait pas si aUer au cinema. 
Marie does not know si to go to the movies 

2c *Marie ne sait pas si ou non elle devrait aller au cinema. 
Marie does not know si or not she ought to go to the movies 

2d *Marie ne sait pas si Jean aller au cinema. 
Marie does not know si Jean go to the movies 
(Examples from Kayne, 1991: 666-7) 

2e Si Marie va au cinema, Jean restera seul. 
si Marie goes to the movies, Jean will remain alone 
'If Marie goes to the movies, Jean will remain alone: 

What about the status of Italian se? 

3a Gianni non sa se dovrebbe andare al cinema. 
Gianni does not know se should-go-3sg to the movies 
'Gianni does not know if he should go to the movies: 

3b Gianni non sa se andare al cinema. 
Gianni does not know se go to the movies 
'Gianni does not know whether to go to the movies: 

3c Se Gianni avesse fatto questo, Paola . . . 
if Gianni had done that, Paola . . .  
(Examples from Kayne, 1991: 671-2) 

Italian se, though similar to French si, can introduce a non-finite clause 
with a non-overt subject, suggesting that like English whether it might 
occupy [Spec; CPl. If this were indeed the case, then se should be­
have exactly like other elements in [Spec, CPl. We have seen in chapter 
2 that interrogative constituents such as what, or to whom, occupy [Spec, 
CP]: 

4a I don't know what to say. 
4b I wonder to whom to tell this. 

Consider the sentences (5) and (6). Such sentences are marginally 
acceptable in colloquial Italian. As shown in the (a) sentences, the itali­
cized pronominal element is an argument of the lower bracketed 
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infinitival clause. The (b) sentences show that it can be associated with 
the matrix verb. In (5) ti ('you') is the complement of dire ('say') but it 
can also precede the finite verb of the matrix clause sapre; ('would 
know). In (6a) 10 is the complement of affldare ('entrusf) but it can also 
be associated with finite sapre; ('would know'). We do not go into the 
structure of these sentences in more detail here.17 

Sa Su questo punto, non saprei che dirti. 
on this pOint, non would-know (1 sg) what tell-you 
'On this point, I would not know what to teU you.' 

5b Su questo punto, non ti saprei che dire. 
on this point, non you would-know (1sg) what say 
'On this point I would not know what to tell you.' 
(Rizzi, 1982a: 36, (136a» 

6a Mario, non saprei a chi affidar/o, durante le vacanze. 
Mario, non would-know (1sg) to whom entrust-him, during the 

holidays 
'Mario, I would not know to whom to entrust him during the 

holidays.' 
6b ?Mario, non 10 sap rei a chi �ffidare, durante le vacanze. 

Mario non I would-know to whom entrust during the holidays 
'Mario, I would not know to whom to entrust during the holidays.' 
(Rizzi, 1982a: 36 (136b» 

As the reader can verify, the unacceptability of (7a) would pose a 
problem for those analyses which propose that Italian se is in [Spec, 
CP), analogously to che in (5) or a chi in (6). 

7a Ouesto libro, non saprei se comprar/o. 
this book, non would-know (1 sg) se (if) buy-it 
'This book, I would not know whether to buy it.' 

7b ·Ouesto libro, non 10 so se comprare. 
this book I don't know se buy 

. 
r 

These data show that it is not always clear which items are to be 
treated as occupying C and which are in [Spec, CPl. For discussion of 
this point and of the contrast between French si and Italian se the reader 
is referred to Kayne's study (1991). 

17 For a discussion of these patterns the reader is referred to Rizzi (1982a: 1-48) and 
also to Kayne (1989) and (1991). 
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Introduction and Overview 

In this chapter we discuss NP-movement, which plays a part in the derivation 
of passive sentences and raising structures. We examine the characteristics of 
NP-movement and of the verbs that induce it. From our analysis it follows 
that each sentence is associated with two levels of syntactic representation: D­
structure and S-structure. The relation between these levels will be discussed 
in this chapter. 

In section 1 we give a general survey of movement transformations. In 
section 2 we concentrate on NP-movement as instantiated in passive sen­
tences and in raising sentences. We discuss the arguments in favour of the 
assumption that a moved NP leaves a trace in its base position. We also 
discuss raising adjectives. Section 3 focuses on the verbs which induce NP­
raising. It will be argued that the case assigning properties of a verb depend 
on its argument structure. We discuss the distinction between two types of 
one-argument verbs: those with only an external argument ('intransitives') 
and those with only an internal argument ('unaccusatives'). In section 4 we 
examine the relation beween D-structure and S-structure and we discuss how 
the principles of grammar posited so far apply to these levels. In section 5 we 
consider the hypothesis that subject NPs are base-generated VP-intemally. 

1 Movement Transformations 

We have already touched upon the movement of constituents in interrogative 
and in passive sentences (d. chapters 2 and 3). In this section we give a 
general survey of the movement transformations posited so far . 

• <;.�:" 
1.1 Passiviza·iion: Recapitulation 

In chapter 3 we discussed the properties of passivization illustrated in (la): 

hi This story is believed by the villagers. 
Ib The villagers believe this story. 
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(la) contains the passive form of the verb believe. Comparing (la) with it� 
active counterpart (lb), we see that the subject NP of the passive sentence, 
this story, corresponds to the internal argument of the active verb. In chapter 
3 we proposed that in both (la) and (lb) the NP this story is assigned the 
internal theta role by the verb. Internal theta roles are by definition assigned 
directly under government by the head. Hence, the NP this story in (la) ought 
to be assigned its theta role under government by the verb believe, exactly as 
in (lb). As it stands, believe obviously does not govern the NP this story in 
(la). 

In order.to maintain the parallelism between (la) and (lb) and our hypo· 
thesis that internal theta roles are assigned directly by a governing head we 
deve10ped a movement anaJysis relating the patterns in (la) and (lb). We 
proposed that at some level of syntactic representation the NP this story IS 
the direct object of the verb believe: 

2a [IP e &. is [yp [V' believed [NP this story)) by the villagers]]. 

(2a) is called the D-structure of (la). It encodes the basic thematic relations 
in the sentence as determined by the argument structure of. the predicate, 
passive believed. In (la) the external theta role of believed is not assigned to 
an NP in the subject position, but it is assigned to an NP in a by-phrase. Because 
of the extended projection principle the subject position in (2a) is generated 
but is not filled by an argument NP. The empty subject position is indicated 
by the symbol e for 'empty'. In the D-structure (2a) the object NP this story 
is VP-internal and is assigned an internal theta role directly by the governing 
verb. 

In addition to the D-structure representation which reflects lexical proper­
ties, a sentence is associated with a second level of representation, S-structure. 
The S-structure of (la) is (2b): 

2b [IP This story; &. is [yp believed [eJJ by the villagers]]. 

t I 
NOMINATIVE 

In (2b) the NP this story has been moved from the VP-internal position to 
the subject position of the sentence. This movement is called NP-movement. 
As a result of movement, the VP-internal D-structure position of this story is 
left vacant or empty: it is a gap represented provisionally bye. We turn to 
a discussion of such empty positions in section 2. The link between the gap 
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and the moved NP is indicated by coindexation. The coindexation encodes 
the derivational history of. the sentence. 

The word-order of (2a) is referred to as the underlying order. The S­
structure order in (2b) is called the derived order: it is an order which results 
from modifications of the D-structure. Similarly, the NP this story in (2b/la) 
is referred to as a derived subject: it is not a D-structure subject of the 
sentence (2a). The D-structure position of the NP, i.e. the object position, is 
called the base-position. We say that the NP this story is base-generated in 
the object position of the passive V believed. 

In our discussion in chapter 3 we derived the movement of the NP from 
the object position to the subject position from case theory. For some reason 
(to which we return in section 3) passive verbs do not assign structural case 
to their complements. If the NP this story were to stay in the object position, 
it would violate the case filter, as seen in (2c): 

2c "There is believed this story by the villagers. 

In (2b), this story occupies the subject position, where it is assigned NOM­
INA TIVE case by INFL. Our analysis implies that the case filter must apply 
at S-structure (2b). At the level of D-structure (2a) the NP this story is in its 
base-position where it cannot be assigned case. 

When discussing the syntactic structure of a sentence we shall from now 
on assume that there are two levels of syntactic representation: D-structure 
and S-structure. B.oth levels of representation encode syntactic properties of 
the sentence. D-structure encodes the predicate-argument relations and the 
thematic properties of the sentence. The S-structure representation accounts 
for the surface ordering of the constituents. We return to the relation between 
the two levels in section 4. 

1.2 Questions 

1.2.1 SURVEY 

In thifsection �e briefly discuss the representation of the sentences in (3), 
concentrating on the questions (3b)-(3f). 

3a Lord Emsworth will invite Hercule Poirot. 
3b Will Lord Emsworth invite:liercule Poirot? 
3c Lord Emsworth will invitewHoin? 
3d Whom will Lord Emsworth invite? 
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3e I wonder [whether Lord Emsworth will invite Hercule Poirot]. 
3f I wonder [whom Lord Emsworth will invite]. 

(3a) is a declarative sentence. (3b) is a direct yes-no question (to be discussed 
in 1.2.2), (3c) is an echo question (to be discussed in 1.2.3), (3d) is a direct 
wh-question ·also referred to as a constituent question (to be discussed in 1.2.4). 
For completeness' sake (3e) and (3f) have been added. The bracketed strings 
in these examples are indirect questions: (3e) contains an indirect yes-no 
question; (3f) an indirect wh-question. Indirect questions will be discussed in 
chapter 7, where we return to a full discussion of questions. 

From (3a) we infer the argument structure of the verb invite: 

4 invite: verb 
! 2 

In (3a) the external argument of invite is realized by the NP Lord Emsworth 
and the internal argument is realized by the NP Hercule Poirot. The D­
structure of (3a) is given in tree diagram format in (5). The external argument 
of invite is syntactically represented by the NP in the subject position of the 
clause; the internal argument is syntactically represented by the direct object 
of the V, the NP dominated by V'. 
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5 CP 

I 
C' 

� 
C JP 

� 
NP 

Lord 
Emsworth 

I' 

� 
VP 

[+ Tense] 

I 
V' 

1\ 
V .NP 

I� 
will invite Hercule Poirot 
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The S-structure representation of example (3a) is given in (6). It does not 
differ substantially from its D-structure (5). Recall that S-structure is the level 
at which structural case is assigned: I assigns NOMINATIVE to the subject 
NP and the verb assigns ACCUSATIVE to the direct object NP. 
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6 CP 

I 
C' 

� 
C IP 

� 
NP l' 

IAvp 
[+ Tense] I 

V' 

1\ 
V NP 

I� 
Lord will invite Hercule Poirot 
Emsworth 

A word of caution is in order at this point. We assume that ALL sentences 
have two levels of syntactic representation: D-structure and S-structure. In 
passive sentences such as (la) discussed above, the D-structure (2a) differs 
clearly from the S-structure (2b): a constituent has been moved. But, as 
indicated in (5) and (6), the difference between D-structure and S-structure 
may be minimal: in this example no movement has taken place and the two 
levels of representation will not differ in word-order. 

1.2.2 YES-NO QUESTIONS 

Questions such as (3b) are called yes-no questions for the obvious reason 
that one expects an answer such as 'Yes' or 'No'. Let us try to work out the 
syntactic representation of this question, bearing in mind that we need to 
consider both D-structure and S-structure. 
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In chapter 2 we saw that sentences are projections of I which in turn are 
complements of C. Because they are always specified for tense we assume that 
modal auxiliaries like will are base-generated in the position dominated by I, 
as illustrated in (5) and (6) above (cf. chapter 11). One potential problem for 
the representation of (3b) concerns the surface position of the modal auxiliary 
will, which in our example precedes the subject NP. We assume that the 
order exhibited in (3b) is not the underlying order of the sentence but a 
derived order, an order obtained as the result of moving an element. The D­
structure position of will in (3b) will be as in (7). Will is dominated by I, the 
position which it also occupies in (5) :  

7 CP 

I 
C' 

� 
C lP 

� 
NP 

[+TenseJ 

Lord 

Emsworth 
r 

will invite Hercule 

Poirot 

In our discussion in chapter 2 we proposed that the inverted order auxil­
iary - subject (cf. (3b)) arises from the fact that the modal auxiliary has been 
moved out of the base-position, where it is dominated by I, to the vacant 
position dominated by C. Under this analysis, the S-structure of (3b) is as in 
(8). 
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8 CP 

I 
C' 

r-----
C IP 

� 
NP I' 

A 
I 

[+ Tense] 

Lord ek 
Emsworth 

VP 
I 

V' 

/\ 
V NP 

invite 

In (8) the gap resulting from moving willk is indicated by ek. The link between 
the position vacated by will and the moved element is again indicated by 
coindexation. We discuss verb movement in chapter 11. 

1.2.3 ECHO QUESTIONS 

(3c) is .an echo question. It will be used as a reaction to a sentence such as 
(3a) by a speaker who wishes the interlocutor to repeat (part of) (3a). Echo 
questions are formed by simply substituting a question word (here whom) for 
a constituent. Interrogative constituents such as whom are called wh-con­
stituents. Whom realizes the internal argument of invite. The D-structure of 
(3c) is as follows: 

9 (cP hp Lord Emsworth will [yp invite Cm whom1]])? 

Given that there is no reordering of constituents in echo questions the S­
structure of (3c) will be like its D-structure: 

10 [cp (.p Lord Emsworth will [yp invite Cm whoml111? 
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1.2.4 WH-QUESTlONS 

Finally we turn to (3d), a wh-question. Unlike echo questions, which are used 
in the rather specific circumstances discussed above, ordinary wh-questions are 
freely used when a speaker needs some information. The wh-constituent whom 
questions one constituent. To (3d) one might expect answers such as" Hercule 
Poirot', 'Lord Peter Wimsey', 'Bertie Wooster', 'his mother-in-law', etc. Let 
us again try to provide the D-structure and the S-structure representations of 
(3d). 

The first question that we need to address here is how the arguments of 
invite are realized. As was the case in the preceding examples, the external 
argument is realized by the NP Lord Emsworth. By analogy with (3c) we 
would like to say that the internal argument of invite is the NP whom. 

Two problems arise with respect to the internal argument NP. If internal 
theta roles are assigned directly under government, then, like (la), (3d) raises 
the question of how invite assigns a theta tole to whom, which it plainly does 
not govern. A second and related question concerns the form of whom. It is 
an ACCUSATIVE case. In chapter 3 we argued that ACCUSATIVE case is 
assigned at S-structure by a governing verb. 

The D-structure of (3d) is no different from the D-structure of the echo 
question (3c) discussed in 1 .2.3: 

1 1  la lIP Lord Emsworth will [VI' invite [NP whom1)]] ? 

At S-structure we assume that, as is the case in (3b), the modal will in (3d) 
is moved to the position dominated by C. As discussed in chapter 2, we 
further assume that whom is moved to the specifier position immediately 
dominated by CP, [Spec, CPl . The symbol e; indicates the position vacated by 
whom;. Coi�dexation establishes the link between e and the moved con­
stituent. Movement of question words is referred to as wh-movement. 
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The problems raised concerning the theta-marking and case-marking of 
whom can now be solved. We will assume that the verb invite assigns its 
internal theta role to the VP-internal position ej and that it also assigns 
ACCUSATIVE to this position. In chapter 7 we return in detail to the prop­
erties of wh-movement. 

1.3 Syntactic Representations 

Throughout the discussion in this chapter we have been assuming that sen­
tences have two levels of syntactic representation: 

(i) D-structure 
This level encodes the lexical properties of the constituents of the sen­
tence. It represents the basic argument relations in the sentence. External 
arguments are base-generated in the subject position relative to their 
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predicate;' internal arguments are governed by the predicate in their 
base-position. 

(ii) S-structure 
This level reflects the more superficial properties of the sentence: the 
actual ordering of the elements in the surface string, and their case 
forms. 

The two levels of syntactic representation are related to each other by 
means of movement transformations: elements which originate in some 
position at D-structure may be moved elsewhere at S-structure. Schematically 
our grammar thus looks as follows: 

13 D-structure 

Movement transformations 

S-structure 

Section 4 considers the relation between D-structure and S-structure in more 
detail. 

. 

In the discussion above, we have distinguished three types of movement: (i) 
head-movement: the movement of auxiliaries from I to C; (ii) wh-movement: 
the movement of wh-constituents to the specifier of CP (or [Spec, CP)); and 
(ill) NP-movement: the movement associated with passive in which an NP is 
moved to an empty subject position.2 In this chapter we discuss NP-move­
ment in more detail. In chapter 7 we turn to wh-movement. Head-movement 
is discussed in chapters 1 1  and 12. 

Even at this preliminary stage of the discussion the reader can see that the 
thr��,types of movement have a lot in common. In each of the movements . . 

r 

I See section 5 for an alternative analysis of the. NP in the canonical subject position, 
though. 

2 For different proposals concerning the levels of representation see for instance 
van Riemsdijk and Williams (1981),  who posit a level between D-structure and S­
stt:ucture, Zubizarreta (1987),- who introduces a level of lexical structure; and 
Beody (1993b) and Koster (1987), who argue that only one level of representation 
is needed. Chomsky (1992) proposes a different approach to phrase structure. 
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you take an element and move it somewhere else. In the literature this op­
eration is often referred to in general terms as 'move-a;', move alpha, that is 
'move something'. The types of movements discussed can be differentiated on 
the basis of the element which is moved, and on the basis of the landing site, 
the position to which an element moves. Either we move a head of a pro­
jection to another head position: in (3b) and in (3d) will, the head of lP, 
moves to C, the head of CP. Alternatively, a maximal projection is moved, 
as illustrated by NP-movement in ( la), and by wh-movement in (3d). Chomsky 
(1986b) argues that in fact movement must be restricted to just these types: 
either we move a head or we move a full phrase. We discuss landing sites of 
movement in the following chapters. 

2 NP-movement 

In this section we consider the mechanisms of NP-movement, concentrating 
mainly on the position v�cated by movement: the trace (2.2). NP-movement 
is triggered not only by passive verbs but also by so-called raising verbs (2.1) 
and by raising adjectives (2.3). 

2. 1 Introduction: Passive and Raising 

As a starting point let us consider the syntactic representations of passive 
sentences: 

14a This story was believed by the villagers. 
14b Poirot was believed to have destroyed the evidence. 

We have already discussed (14a) . The D-structure of ( 14a) is given in (15a) 
and the S-structure in (lSb): 

ISa [IP e lr was [vp believed [NP this story] by the villagers]]}] . 
ISb [IP lNP This story;] [(' was [vp believed rei] by the villagers]]] .  

In (1Sa) the NP this story i s  theta-marked directly by the verb believed. The 
subject position is empty since passive verbs do not assign an external theta 
role. In ( 15b) this story is moved to the subject position and case-marktd by 
the finite inflection. 
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Let us consider (14b) which also contains passive believed. (14b) can be 
paraphrased by means of (16): 

16 It was believed [cp that Lr Poirot had destroyed the evidence]] .  

In (16)  the subject position of the main clause is occupied by an expletive, 
it, which is not assigned a theta role. Passive believed takes a sentential com­
plement (the bracketed CP) as its internal argument. 

Inside the subordinate clause, the verb destroy assigns an internal theta role 
to the NP the evidence and the NP Poirot is the external argument which is 
assigned the AGENT role: 'Poirot is the person who is engaged in the activity 
of destroying. '  Note specifically that the verb in the main clause, believed, does 
not have a thematic relation with Poirot, the subject of the subordinate clause. 

The thematic relations in (14b) are identical to those in (16). Believed takes 
as its internal argument a clausal . complement, here infinitival. Poirot, the 
surface subject of the main clause, has a thematic relation (AGENT) with 
the predicate destroy in the lower infinitival clause. Again, Poirot has no 
thematic relationship with believed. We conclude that in (14b) Poirot is a 
derived subject which is assigned the external theta role of the lower verb 
destroy. On this assumption, the D-structure of (14b) will be (17a), where 
Poirot is base-generated as the subject NP of the infinitival clause: 

17a [IP e b· was [vp believed Lr Poirot to have destroyed the evidence]]]]. 

Believed directly theta-marks the lower IP. Poirot is the external argument of 
destroy, the predicate of the lower infinitival clause. Believed, being passive, 
fails to assjgn structural case. If the NP Poirot were left in the subject po­
sition of the lower clause at S-structure it would not be case-marked. This 
explains the ungrammaticality of (17b) and (17c): 

17b "It was beliC'led this story. 
17c " .  "It was believed Poirot to have destroyed the evidence . 

• c�,,:· � 
r 

A way of enabling the NP Poirot to pass the case filter in (17a) is by 
moving it from the subject position of the lower clause to the subject position 
of the higher clause, leaving a coindexed gap: 

17d Lr Poirotj £r was [vp believed [IP ej to have destroyed the evidence]]]]. 
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Consider now ( 1 8) .  The relation between ( 1 8a) and ( 1 8b) IS exactly 
parallel to the relation between ( 16) and (14b). 

18a It seems [that [Poirot has destroyed the evidence]] .  
1 8b Poirot seems to have destroyed the evidence. 

( 18a) shows that seem is like passive believe: it is a one-place predicate 
which takes a clausal complement. The subject position is not assigned a 
theta role and it is filled by the expletive it. We infer from ( 18a) that the 
thematic structure of seem is ( 18c):3 

1 8c seem: V 

In the complement clause, the NP Poirot in (18a) is the external argument of 
destroy. 

The thematic relations in (1 8b) are identical to those in ( 1 8a). Again seem 
has the argument structure in ( 18c) .  The NP Poirot is the external argument 
of destroy. At D-structure Poirot is the subject of destroy, and the subject 
position of seem, which receives no theta role, is empty. ( 19a) is parallel to 
(17a) the underlying structure of ( 14b). 

19a [IP e seems [IP Poirot to have destroyed the evidence]] .  

Apart from its argument structure, seem shares another property with passive 
believe: it cannot assign structural case: 

19b *It/*There seems Poirot to have destroyed the evidence. 

(19b) is ungrammatical for the same reason that (17b) is ungrammatical: the 
external argument of the verb destroy is caseless. In order to be able to be 

3 To indicate that 1 is an internal argument it is not underlined. Recall that we 
adopted the convention that the external argument is underlined. 
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theta-marked by destroy the NP must be visible, and in order to be visible 
Poirot needs to be case-marked. Movement to the subject position of the 
main clause brings rescue. ( 19c) is the S-structure representation of ( l Sb): 
Poirot is a derived subject. ( 1 9c) is again parallel to ( 17c). 

19c [IP Poirot; [I' -s [vp seem [IP e; to have destroyed the evidence])]) .  

(19c) is another example of NP-movement. Because the subject of the 
lower clause is raised out of the clause and moved into a higher clause, this 
movement is sometimes referred to as NP-raising or raising. Verbs such as 
seem which induce raising are called raising verbs.4 

2.2 Traces 

We have now discussed three examples of NP-movement. The relevant · S­
structures are given in (20) :  

20a [IP This story; & '  was [vp believed [eJ by the villagers]) ] .  
20b [IP Poirot; [I' was [vp believed lIP [e;) to have destroyed the evidence)])]. 
20c [IP Poirot; [I' -s [vp seem lIP [e;) to have destroyed the evidence)])]. 

In each of these examples we assume that there is a null element in the 
position vacated by the NP. Co indexation is used to indicate that the null 
element and the NP in the matrix subject position are linked. In chapter 3 we 
introduced the term chain to refer to this link and we shall return to this 
notion in 4.6. An empty category which encodes the base-position of a moved 
constituent is referred to as a trace land will be indicated from now on by t: 

. . . , 

21a lIP This story; [I' was [vp believed 1:; by everyone])]. 
21b lIP Poirot; lr was [vp believed lIP 1:; to have destroyed the evidence]))). 
21c lIP Poirot; &' -s [vp seem lIP 1:; to have destroyed the evidence)])]. 

The moved element is called the antecedent of the trace. In the remainder 
of this section rwe go through the arguments for positing traces in syntactic 
representations.s 

4 For an early discussion of raising, see Postal (1974). 
S The reader will no doubt observe that the argumentation used in 2.2 is similar to 

that used to justify the presence of PRO in chapter 5, section 1. However, note that 
PRO does not result from movement. We return to a comparison of PRO and trace 
in section 4.6 and in chapter 8 . · 
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2.2.1 THETA THEORY 

A first argument for postulating traces of NP-movement was advanced in 
chapter 3 and is used in the discussion above. It is based on the projection 
principle and theta theory on the one hand, and on case theory on the other 
hand. 

In chapter 3 we introduced the idea that the case filter is not an independ­
ent principle of the grammar but that it derives from the visibility require­
ment for NPs: in order to be assigned a theta role an NP must be visible. 
Visibility of overt NPs is achieved via case-marking. Remember that internal 
theta roles are directly assigned to the NPs by the governing head. An exter­
nal theta r�le is assigned indirectly to the subject of the clause containing the 
predicate. 

In each of the S-structures in (21) the moved NP is visible: it is assigned 
NOMINATIVE. But the position to which the theta role is assigned is not the 
derived position but the base-position. In other words,. for theta role assign­
ment both the D-structure position and the S-structure position of the NPs 
in (21) are relevant. The D-structure position is indicated by the trace, it is 
the position to which the theta role is assigned. The S-structure position is 
case-marked. This analysis allows us to maintain theta theory and the visibil­
ity principle as discussed in chapter 3. In chapter 3 (section 6.2 (61 ) )  we cited 
Chomsky's reformulation of the theta criterion as in (22): 

22 Theta criterion 
22a Each argument A appears in a chain containing a unique visible theta 

position P, and each theta position P is visible in a chain containing a 
unique argument A. 
(Chomsky, 1986a: 97) 

22b A position P is visible in a chain if the chain contains a case-marked 
position. 
(Chomsky, 1986a: 96) 

The reader will be able to verify that the conditions for theta role assignment 
are fulfilled in the S-structures in (21 ) .  Consider, for example, (2lb). The 
argument Poirot appears in a chain <.Poirotj, tj>. The position occupied by 
Poirot is called the head of the chain; that occupied by the trace is called the 
foot of the chain. The subject position of the non-finite clause, to which the 
external theta role of the lower verb is assigned, is a theta position. It is 
visible in the chain <.Poirotj, tj> because the chain contains a case-marked 
position: the subject position of the main clause is assigned NOMINATIVE 
by the finite I. The reader can check that the same conditions obtain in (2la) 
and in (2lc). 



Transformations: NP-movement 311  

2.2.2 THE EXTENDED PROJECllON PRINCIPLE 

In chapters 1 and 2 we discussed general principles of phrase structure and 
we introduced the requirement that sentences must have subjects (the EPP).  
The EPP requires that the non-finite IPs in (21b) and (21c) have a subject 
position. In the S-structures in (21b) and (21c) the subject position of the 
lower clause is occupied by the trace, an empty category (see also section 4.3 
below). 

2.2.3 LOCAL RELATIONS 

In the following examples we find further evidence for positing a trace in the 
subject position of non-finite clauses such as (21b) and (21c). For all the 
examples the reasoning is identical. It is the same type of argumentation that 
we used for postulating the non-overt subject PRO in non-finite clauses in 
chapter 5, section 1.3. As a first step of the argumentation we consider 
sentences with overt subjects and we observe that there is some syntactic 
relation (say agreement, or binding) which obtains between the subject and 
another constituent in the clause. This relation is subject to a locality condi­
tion. Then we turn to sentences which lack an overt subject. We observe that 
the same syntactic relation obtains in spite of the fact that there is no overt 
subject. In order to maintain the locality condition in its simplest form we 
postulate that there is a non-overt subject and that this non-overt subject is 
syntactically active. In the examples in chapter 5 the relevant non-overt subject 
was represented- as . PRO; in the present chapter the non-overt subject is a 
trace of a moved NP. Consider the following sets of examples: 

23a [JP It seems b that In> Poirot has been the best detective/"detectives]]). 
23b "(;p Poirot thinks b that [IP these schoolchildren are a lousy detec­

tive])]. 
23c [IP Poirot seems to have been the best detective]. 
23d [IP These schoolchildren seem to have been the best detectives] . 

24a" ?:It seems Lthat [the schoolchildren have left together]]. 
24b "The scIloolchildren thought [that [Poirot had left together]] .  
24c The schoolchildren seem to have left together. 
24d "Poirot seems to have left together. 

25a It seems [that [Poirot has done the job his/"her/*my own way)) .  
25b ·1 thought [that [Poirot would do the job my own way]] . 
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25c Poirot seems to have done the job his own way. 
25d *Poirot seems to have done the job her own way. 

26a It seems [that [Poirot has hurt himselfl*herself]). 
26b *1 thought [that [poirot had hurt myself ]). 
26c Poirot seems to have hurt himself. 
26d "Poirot seems to have hurt herself. 

In (23a) the predicate NP the best detective must be singular rather than 
plural. It agrees in number with the subject Poirot. (23b) shows that agree­
ment is clause-bound: a lousy detective cannot agree, for instance, with the 
subject of a higher clause. Without going into the details of agreement rules, 
let us assume that there is a clause-mate condition on agreement. 

If we now turn to (23c) and (23d) it appears that the predicate of the 
infinitival clause agrees in number with the subject of the higher clause. 
Clearly, one might wish to modify the rule of agreement to allow for this 
possibility. But on the assumption that there are empty categories we do not 
need to change our agreement rule at all: 

27 [IP Poirotj [I' -s [vp seem lIP 1"; to be the best detective)]]]. 

We assume that the NP the best detective agrees with the subject of the lower 
clause, tj• This means that the trace carries the relevant properties of the 
antecedent NP, that is, for our example, number. As seen before (chapter 5, 
section 2), 'empty' categories such as PRO or trace are not devoid of properties: 
they are specified for syntactic features. The term 'empty' refers to the fact 
that these categories are not associated with phonetic material. 

The discussion of the examples in (24)-(26) follows the same lines as that 
of (23) .  In (24) the .adjunct together in the lower clause has to be linked to 
a clause-mate plural NP (cf. the ungrammaticality of (24b) ).' For (24c), we 
assume that the moved NP the schoolchildren is related to together via its 
trace in the lower clause: 

28 [IP The schoolchildren; £r I [vp seem lIP t; to have left together)]]]. 

In chapter 5, section 2.2, we saw that there is a clause-mate constraint on 
the interpretation of the phrase his/her . . .  own way. The possessive pronoun 

, Cf. the discussion of PRO in chapter 5, section 1.3.2. 
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in this phrase is  like an anaphor in that i t  is  referentially dependent on an 
antecedent NP in the same clause with which it agrees in person, number and 
gender (cf. (25a,b) ) .  By positing a trace in the position vacated by the NP 
Poirot we can relate the phrase his own way to a clause-mate in (25c). 

29 Poirot; seems [IP t; to have done the job his; own way]. 

(29) also shows that, like PRO, traces are fully specified for all the nominal 
features such as person, number and gender. 

The examples in (26) should look familiar to the reader. (26b) illustrates 
a binding theory violation: the reflexive myself in the lower clause is not bound 
in its GC. If we maintain that seem takes a clausal complement whose subject 
position is occupied by a trace in -(26c) then we can maintain the binding 
theory as formulated in chapter 4. 

30 Poirot; seems [IP t; to have hurt himself;] . 

2.3 Some Properties of NP-movement 

In this section we sum up our discussion of NP-movement so far. In section 
2.3.1 we give a catalogue of properties which we have already established, in 
section 2.3.2 we examine the configurational relation between the antecedent 
and the vacated- position. 

2.3.1 PROPERTIES OF A-CHAINS 

(31)  provides the typical examples of NP-movement which were the basis for 
our discussion. 

31a [IP This story; [y was [vp believed t; by the villagers]]]. 
31b [IP Poirot; &' -s [vp seem lIP t; to have destroyed the evidence]]]]. 

,:? : 
As suggested above, a distinction is sometimes made between examples 

such as (31a), which are instances of passivization, and examples such as (31b), 
which are referred to as NP-raising.7 Passivization moves an object NP to the 
subject position of the same clause; in raising patterns a subject NP is raised 

7 The term subject-to-subject raising is also used (cf. Postal, 1974). 
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from a lower clause to a higher clause. The terms raising and passivization 
are useful descriptive labels but the reader should not have the impression 
that passivization and raising are mutually exclusive. In (32a), discussed in 
section 2.1 as (14b), passive believed is a raising verb: the subject NP Poirot 
is moved from the lower infinitival clause to a higher clause. (32b) combines 
passivization in the lower infinitival JP and raising. This example will be 
discussed below (see (35b)). 

32a Lv Poirot; &. was [vp believed [IP t; to have destroyed the evidence)]]]. 
32b [IP This story &. -s [vp seem Lv t; to be believed t; by everyone]]]] .  

Let us make a provisional inventory of the properties common to all the 
examples of NP-movement illustrated here. 

a The moved element is an NP. 
b Movement is obligatory. 
c The landing site of movement is an empty position. 
d The landing site is an A-position. 
e The landing site is an NP-position. 
f The landing site of movement is a position to which no theta role is 

assigned. Let us call this a 0' (theta-bar) position by analogy with an A'­
position. 

g The landing site of the movement is a position to which case is assigned. 
In our examples the landing site is the subject position of a finite sentence. 

h The site from which the element is moved is an NP-position to which no 
case is assigned. 
Movement leaves a trace. 
The trace is coindexed with the moved element, the antecedent, with which 
it forms a chain. Because the head of the chain is an A-position, the chain 
created by NP-movement is called an A-chain. 

k The chain is aSsigned one theta role. 
I The theta role is assigned to the lowest position of the chain: the foot of 

the chain. 
m The chain is case-marked once. 
n Case is assigned to the highest position of the chain: the head of the chain. 

The characteristics of A-cbains listed above are not all independent. Let us 
consider some of them here. 

That the NP moves obligatorily ( (a) + (b) ) in the examples discussed is 
due to the fact that it would otherwise be caseless and violate the case 
filter. NP-movement is said to be case-driven. 
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Both statements (a) and (b) need some qualification. Consider (33): 

33a Everyone believed £er that Poirot would give up] . 
33b It was believed by everyone [cp that Poirot would give up] . 
33c b That Poirot would give up] was believed by everyone. 

315 

In (33a) active believed takes a clausal complement. In (33b) the verb is 
passivized; the complement has not moved. In (33c) the clausal complement 
is moved.8 In this example movement affects CP rather than NP. We see that 
it is not obligatory: CPs, unlike NPs, are not subject to the case filter, hence 
CP may remain in its base-position in (33b) . 

Movement is to an empty position (c). Intuitively this is reasonable. Sup­
pose an NP were to move into a position already occupied by another NP. 
Clearly this would result in some sort of a clash. The principles we have 
established so far enable us to account for this property. 

Let us assume that there were a putative verb HIT which takes an external 
and an internal argument but which, unlike English hit, does not assign 
ACCUSATIVE case. We will project a D-structure like (34a) :  

34a [IP John [vp HIT Mary]] .  

In (34a) Mary i s  assigned the internal theta role of  HIT and John i s  assigned 
the external theta role. The NP Mary will be caseless if left in place at S­
structure. Suppose it were to move into the position occupied by John: 

34b lIP Maryj [vp HIT tJ]. 

Mary is assigned NOMINATIVE case and forms a chain with its trace. At 
S-structure HIT will assign its internal theta role to the visible chain <Maryi' 

ti>· 
What about the external theta role? If HIT were to assign it to Maryi then 

the chain <Mary;, t,> would have two theta roles in violation of the theta 
critetib'n (22). I£. HIT failed to assign its external theta role then again the 
theta criterion ' violated since one theta role is now unassigned. We �on­
c1ude that it is ·not possible for an NP to move into a position already 
occupied by another NP. This means that there can be no verb like HIT, which 

8 We assume here that CP is moved to [Spec, IP]. Koster (1978b) argues against this 
hypothesis. See chapter 1, foomote 14. 
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assigns both an external and an internal theta role and fails to assign case to 
its complement. We return to types of verbs in section 3 below. 

The reader can work out for himself that movement of an NP will also 
have to be to a e' position (cf. property (f) ). 

Do NPs always move to positions in which case is assigned? (See property 
(g).) Yes and no. Consider: 

35a It seems [that [this story is believed by everyoneJ]. 
35b This story seems to be believed by everyone. 

(35a) is straightforward: seem takes an internal clausal argument and lacks 
an external argument. Believed in the lower clause is passivized and assigns 
its intern�1 theta role to the NP this story. We invite the reader to provide 
the D-structure and S-structure representations for (35a). 

(35b) is a paraphrase of (35a). This story is the internal argument of 
believed. The subject position of believed is unoccupied at D-structure, though 
it must be present because of the EPP. Seem also lacks an external theta role 
(cf. (35a) ) :  the subject position of the higher clause is empty at D-structure: 

36a [IPe [I' -s [vp seem [IP e to be believed this story . . .  ])] 

�:�:a I Theta role t 
In its VP-internal base-position, this story cannot be assigned case. Hence it 
will move. The subject position of the lower IP cannot serve as the ultimate 
landing site for the movement since this is also a caseless position: we have 
proposed that seem does not assign ACCUSATIVE case. 

We might propose that the NP this story moves in one fell swoop to the 
subject position of the higher clause. This would mean that it can cross an 
IP. We shall see in section 4.5.2 that this is not possible for independent 
reasons. Consider (37a) with the S-structure (37b): 

37a "John seems that it is believed by everyone. 
37b �JOhni 1I· -s [vp seem b that �p it is believed tj by everyone]]]]. 

In (37b) the lower subject position is filled by an expletive, and the NP John, 
the internal argument of believed, is moved directly to the subject position of 
the higher clause where it receives NOMINATIVE case. The ungrammaticality 
of (37a) suggests that NPs cannot cross the subject NP of their own clause 
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and move to  the subject position of a higher clause. Movement of an NP 
must be 'local' in a way yet to be made precise. Let us adopt this descriptive 
statement for the moment and assume that the NP this story in (35b) moves 
first to the subject position of be believed and then to the subject position of 
the higher clause. There are two stages or cycles for the movement trans­
formation. The first cycle for the operation of move-alpha (cf. section 1 .3 for 
the term) is the lowest clause. The second cycle includes the next higher 
clause, and so on. We assume that each of these movements leaves a trace in 
the vacated site and that all traces are coindexed with the antecedent, and 
thus with each other: 

36b This story; seems lIP t;' to be believed t; by everyone]. 

STEP II 
Higher cycle 

STEP I 
Lowest cycle 

Movement of this story is cyclic: it goes step by step creating intermediate 
traces until we arrive at the final landing site. We indicate the intermediate 
trace with a prime notation. The chain created by NP movement in (36b) has 
three members: <this story;, ri' t;>. The head of the chain is this story;, the 
foot is the trace tj• 

Returning to our question concerning the landing site of NP-movement, we 
conclude that NP-movement ultimately moves the NP into a position which 
is case-marked: the head of the chain is case-marked (properties (m) and (n» . 
Indeed, this is o�y natural since we saw that the NP must move precisely to 
become case-marked (properties (a) and (b» . 

The discussion of the properties of movement developed in this section is 
important from the point of view of language acquisition. We have proposed 
that a speaker of the language has an internal grammar. If our grammar 
is a representation of this internal knowledge then the properties of NP­
movement which we have postulated must be 'known' to the native speaker. 
From the discussion it follows that the properties listed 

'
above do not have 

to be learnt one by one. They are descriptive statements which can be deduced 
from more general principles of the grammar. If a child has the general 
prinpples (theta theory, case theory, the projection principle, X'-theory, etc.) 
at hl; disposal,ithe individual descriptive statements listed above follow. As 
an exercise we invite the reader to try to deri��;the -remaining properties listed 
above on the basis of the theory established"so far. 

When we turn to other types of movement we see that '
some of the prop­

erties listed above are maintained, others ,differ, where i:he differences are 
related to the nature of the moved element. Consid��, for instance, wh­
movement, as illustrated in example (3d), repeated here as (38a): 
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38a Whom will Lord Emsworth invite? 

Anticipating the discussion in chapter 7, it is clear that wh-movement is not 
restricted to moving NPs (property(a)) but it can also move PPs or APs: 

38b At what time will Lord Emsworth arrive? 
38c How big was the pig? 

The landing site of wh-movement is not an A-position (property (d)) :  [Spec, 
CP] is an A'-position. The landing site of wh-movement is also not an NP 
position: [Spec, CP] is not specified with respect to the features [±N, ±V]: PPs 
(38b) and APs (38c) also move to [Spec, CPl. In addition, [Spec, CP] is not 
a position to which case is assigned (property (g)) .  Unlike NP-movement, wh� 
movement is not case-driven: wh-movement dees not affect a constituent in 
order to avoid a case filter violation: in (3d) whom originates in the [NP, V1 
position, which is case-marked by V. This means that case is not assigned to 
the landing site of movement (property (n) ) .  

On the other hand, we shall see in chapter 7 that the remaining properties 
listed above hold of NP-movement and of wh-movement: the landing site of 
movement is an empty position (property (c) ), the landing site of movement 
is a theta-bar position (f), we will argue that wh-movement leaves a trace (i), 
which is coindexed with the moved element, the antecedent with which it 
forms a chain (j). In the case of wh-movement, which moves a constituent to 
[Spec, CPl, an A'-position, the chain is an A/-chain. The chain is associated 
with one theta role (k) which is assigned to the foot of the chain (I). The 
chain contains one case position (m). For further discussion of the relation 
between chains and movement see also section 4.6. 

2.3.2 C-COMMAND 

In section 2.3.1 we have looked at several examples of NP-movement for 
which we have identified a set of common properties. We have discussed 
examples in which NPs move from a VP-internal position to the subject 
position of a sentence, or instances where an NP is moved from a subject 
position of a lower clause to the subject position of a higher clause. 
Schematically NP-movement operates as in (39):  
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39a IP 39b IP 

/1 /1 
NPj I '  NPj I '  

"'" "'" 
VP VP 

I I 
V' V' 

"'" "'" 
V NP V IP 

I /\ 
tj NP 

I 
I '  

tj 

NPs are moved upwards. If we examine the configurational relationships 
between the antecedent and the trace in these representations we see that the 
antecedent c-commands the trace. We return to this property of movement 
in section 4.5. 1 .  

2.4 Raising Adjectives 

So far we have only looked at examples of NP-movement induced by raising 
verbs or passive verbs. Adjectival predicates too may induce raising. Consider 
(40): . 
40a It is likely [cp that John will leave]. 
40b John is likely to leave. 

The main clause subject position in (40a) is occupied by the expletive it, 
hence we conclude that likely takes one argument, realized here by a CP, and 
fails to assign an external theta role. In (40a), John is assigned a theta role 
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by the lower verb leave. John has no thematic relation with the adjective 
likely. 

(40b) is a paraphrase of (40a). John is again an argument of leave, and has 
no thematic relation with the adjective likely; in (40b) John is in a derived 
position. Its base-position is the subject position of the lower clause: (41a) is 
the D-structure representation of (40b) and (41b) its S-structure: 

41a [u. e is likely [IP John to leave]] .  
41 b [u. John; is  likely [IP t ;  to leaven. 

We have treated the adjective likely in exactly the same way as the raising 
verb seem. Likely is referred to as a raising adjective. Another example of 
raising adjectives is certain in (42). 

42a It is certain that the weather will change. 
42b The weather is certain to change. 

One might infer that all modal adjectives are raising adjectives. This con­
clusion would be wrong, though. Probable, for instance, which is near-syn­
onymous to likely, does not allow the subject of the lower non-finite clause 
to raise to the higher subject position: 

43a It is probable that John will leave. 
43b "John is probable to leave. 

3 Burzio's Generalization 

3. 1 Case-Marking and Argument Structure 

In the preceding section we mentioned two properties of passive construc­
tions in English. 

(i) Absorption of the case assigning properties of the verb: a passive verb 
fails to assign structural case to the complement NP; this NP has to 
move to a position in which it can be case-marked. 

(ii) Absorption of the external argument of the verb: the D-structure subject 
position is generated empty. 
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We have postulated that raising verbs are like passive verbs in that they (i) 
fail to assign structural case and (ii) lack an external argument. 

Burzio (1986) has related these two properties by the descriptive general­
ization in (44a) which is schematically sununarized in (44b): 

44a Burzio's generalization 
(i) A verb which lacks an external argument fails to assign ACCUSA­

TIVE case. 
(Burzio, 1986: 178-9) 

(ii) A verb which fails to assign ACCUSATIVE case fails to theta­
mark an external argument. 
(Burzio, 1 986: 184) 

44b T ( ) A 
(Burzio, 1986: 185) 
T represents the external theta role, assigned indirectly. A stands for 
ACCUSATIVE. 

In this section we look at Burzio's general classification of verbs. (45) gives 
a survey of three possible argument structures for verbs. 

45a VERB 1: 

1 2 

45b VERB 2: 

! 

. 
,. 
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45c VERB 3:  

2 

A verb with the theta grid in (45a) is traditionally called a transitive verb: 
it is a verb which has two arguments and assigns two theta roles, e.g. abandon 
(which assigns the roles of AGENT and 1HEME). Such a verb must be able 
to case-mark its complement NP. H a transitive verb failed to case-mark the 
object, then it would be like the putative verb HIT discussed in 2.3 .1  above. 
We have seen that such verbs do not exist. 

(45b) is the thematic grid of an intransitive verb: a verb which has only an 
external argument, such as work (which assigns the external role of AGENT). 
The D-structure and S-structure representations of sentences containing such 
intransitive verbs will be, schematically, as in (46a) and (46b) respectively: 

46a [IP NP [I' [vp V]]) 
46b [IP NP [.. [vp V]]] 

We see that the S-structure is isomorphic in the relevant respects to the D­
structure. According to Burzio's generalization, verbs of this kind could case­
mark a complement NP. Since these verbs lack an internal argument, they 
will not take an NP-complement, though, and their case-marking potential 
will not need to be activated.' 

The third class of verbs with the theta grid (45c) is the one that we shall 
look into now. This class contains verbs which only have an internal argu­
ment. The most obvious examples of such verbs that we have already come 
across are passive verbs. We have seen that as a result of passivization the 
external argument gets suppressed. Verbs of the third class will be generated 
in a D-structure like (47a): 

47a [IP e lr [vp VERB NP]]] 

Following Rurzio's generalization, the VERB in (47a) cannot assign ACCU­
SA TIVE case to its complement. This is in line with our discussion: we have 

, Cf. the discussion of this point in Burzio's own work (1986: 184). 
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said that passive verbs fail to assign structural case. At S-structure the NP to 
which the internal theta. role is assigned will have to move to the subject 
position to be case-marked: 

47b LP NPj [y [vp VERB tJ]] 

Verbs which lack an external argument and therefore cannot assign 
ACCUSATIVE case to their complement-NP will from now on be referred to 
as unaccusative verbs. We shall see presently that not only passive verbs 
belong to this class. 

The surface strings of the S-structures (46b) and (47b) will be similar, the 
trace in (47b) having no phonetic content. On the surface a sentence with an 
unaccusative verb of class 3 will look like a sentence with an intransitive verb 
of class 2. One of the important consequences of this analysis is that verbs 
that are one-place predicates are to be divided into two groups: intransitive 
verbs with only an external argument (VERB 2) and unaccusative verbs with 
only an interna" argument (VERB 3). We turn now to some empirical moti­
vation from Italian for this claim. 

3.2 Unaccusatives in Italian 

Burzio's research relied initially on the study of Italian verbs and we shall 
discuss some of the essential data in this section. For further discussion the 
reader is referred to Burzio's own work (1986). 

Consider the following examples: 

48a Giac.omo telefona. 
'Giacomo telephones.' 

48b Giacomo arriva. 
'Giacomo arrives.' 

Borb. telefonare and arrivare are one-argument verbs, but a cluster of prop­
erties' distinguishes them and suggests that arrivare is more like a passive 
verb. We look at two of these properties here, ne-cliticization and auxiliary 
selection. 

. 

3.2.1 NE-CLITICIZATION 

3.2. 1 . 1  Introduction: extraction from ob;ects. The basic facts of ne­
cliticization in Italian are illustrated in the following examples: 
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49a Giacomo ha insultato due studenti. 
'Giacomo has insulted two students. '  

49b Giacomo ne ha insultati due. 
Giacomo of-them has insulted two 
'Giacomo has insulted two.' 

50a Giacomo ha parlato a due studenti. 
'Giacomo has spoken to two students.' 

50b *Giacomo ne ha parlato a due. 
Giacomo of-them has spoken to two 
'Giacomo has spoken to two.' 

A noun head of an NP can become attached to a higher verb as ne, leaving 
its specifier behind. Ne is a ditic: a pronominal element which must be 
associated with a head. The attachment of ne to a verb head is referred to 
as ne-cliticization.1o (50) shows that this is only possible if ne is extracted from 
a post-verbal NP: extraction from a pp produces ungrammaticality. (51 ) and 
(52) show that the conditions on ne-diticization are more stringent: 

51a Giacomo passa tre settimane a Milano. 
'Giacomo passes three weeks in Milan. ' 

51b  Giacomo ne passa tre a Milano. 

52a Giacomo resta tre settimane a Milano. 
'Giacomo stays three weeks in Milan.' 

52b *Giacomo ne resta tre a Milano. 

Ne-cliticization from the NP tre settimane is allowed in (51b) and disallowed 
in (52b). The contrast between these two sentences correlates with another 
distinction: in (51a) tre settimane is a complement of the verb, in (52a) it is 
not: 

51c Tre settimane sono state passate a Milano. 
three weeks are been passed in Milan 

52c · "Tre settimane sono state rimaste a Milano. 
three weeks are been remained in Milan 

10 For a discussion of ne-cliticization see also Belletti and Rizzi (1981). 
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Ne-cliticization is restricted to NPs which are complements of V. Such NPs 
appear in the structure (53): 

53 V' 

A 
V NP 

3.2.1 .2 Transitive sentences and free inversion Now recall another prop­
erty of pro-drop languages like Italian, already discussed in section 4 of the 
Introduction to this book. In Italian the subject NP may appear post-verbally 
in the so-called free inversion patterns. First consider transitive sentences: 

54a La ragazza/lei l'ha comprato. 
the girl it-has bought 
'The girYShe has bought it.' 

54b L'ha comprato la ragazzallei. 
it-has bought the girYshe (NOM) 
'The girYShe has bought it.' 

In (54b) the post-verbal subject la ragazzallei is assigned NOMINATIVE case. 
Since the direct object is realized by the element l'{'it'}, it is unlikely that the 
post-verbal subject occupies the direct object position. This is confirmed on 
the basis of ne-cliticization: 

54c L'hanno comprato tre ragazze. 
it hav� bought three girls 

'Three girls have bought it. ' 
54d "Ne l'hanno comprato tre. 

In (54d) we cannot extract ne from the post-verbal subject in a transitive 
sente��e. We conclude that the post-verbal subject NP in (54b) and in (54d) 
is'in :f'position outside the lowest V'. Let us assume it is adjoined to VP (for 

J' 
discussion of adjunction cf. section 4.1 below and also chapter 7}.1 I 

11 Various proposals have been formulated to account for the NOMINATIVE case 
assignment to the post-verbal subject in (54b). See, for instance, Belletti (1988), 
Burzio (1986), Rizzi (1982a, forthcoming). Cf. section 4.1 below. 
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3.2. 1 .3 Post-verbal sub;ects of passive verbs The free inversion pattern 
associated with transitive sentences (54) is also found with passive verbs: 

55a Molti studenti furono arrestati. 
many students were arrested 
'Many students were arrested.' 

55b Furono arrestati molti studenti. 

were arrested many students 
'Many students were arrested.' 

As the internal argument of the verb, the NP molti student; originates in the 
[NP, V'] position. In (55a) the NP is a derived subject which has been moved 
to the [Spec, IP] position. Data from ne-cliticization suggest that the post­
verbal subject in (55 b) is in [NP, V'], i.e. the base object position:12 

56 Ne furono arrestati molti 
of them were arrested many 
'Many of them were arrested.' 

The VP of (55b) would have the structure (57): 

\2 Belletri ( 1988) proposes that the post-verbal indefinite NP in the passive sentence 
in (55b) is assigned an inherent PARTITIVE case by the passive verb. Her general 
thesis is that while passive verbs do not assign structural case they assign a 
PARTITIVE case inherently. Semantically PARTITIVE case is only compatible 
with indefinite NPs. For examples such as (ia), where a definite NP il professore 
appears post-verbally, Belletti adopts the analysis suggested for (54b): 

(i) Fu arrestato iI professore. 
was arrested the professor 
'The professor was arrested.' 

Belletti proposes that the definite NP il professore is not in the object position 
[NP, Vl Rather it is adjoined to VP, where it receives NOMINATIVE case (cf. 
section 4.1 ): 

(ii) Fu arrestata lei. 
was arrested she 

If we adopt Belletri's approach we conclude that only indefinite post-verbal sub­
jects of passive verbs occupy the [NP, V1 position. This analysis will also apply 
to the post-verbal subjects of verbs of VERB 3 type. 
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3.2. 1 .4 Post-verbal sub;ects and one-argument verbs An important con­
trast appears when we consider the application of ne-c1iticization to the post­
verbal subjects of one-argument verbs: 

58a Molti studenti telefonano. 
many students telephone 
'Many students are calling.' 

58b Telefonano molti studenti. 
telephone many students 

58c ·Ne telefonano moltL 

59a Molti studenti arrivano. 
many students arrive 
'There arrive many students.' 

59b Arrivano molti studenti. 
arrive many students 

59c Ne arrivano molti. 

Consider first telefonare ('telephone') in (58). The subject may appear either 
post-verbally or pre-verbally. From the impossibility of ne-cliticization (S8c), 
we conclude that the inverted subject in (58c) does not occur in the position 
dominated by V', but is outside V'. 

The situation for arrivare is quite different. Again both pre-verbal and post­
verbal subjects are allowed but ne-cliticization from the post-verbal subject is 
possible (59c). This leads us to conclude that the NP molti student; in (59b) 
occupies the position dominated by V'. In other words, the structure of (59b) 
is -like that of. passive (56): 

r 

60 lIP e I [vp [v' arrivare lNP molti studenti]]]] . 

Burzio proposes to assimilate verbs such as arrivare to the class of passive 
verbs. These verbs lack an external argument and their sole argument is 
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internal. Both passive verbs and verbs such as arrivare have the argument 
structure of VERB 3 above: 

61 VERB 3:  

2 

At D-structure the subject position of sentences with these verbs remains 
unfilled: 

62a lIP e furono [vp [v' arrestati lNP molti studenti]]]] . 
62b lIP e I [vp [v arrivare lNP molti studenti]]]]. 

At S-structure there are two possibilities: 

(i) Either the complement of the verb is moved to the subject position to 
be assigned NOMINATIVE case. The subject is then a derived subject. 

63a lIP Molti studenti; furono [vp [v' arrestati [NP t;]]]]. 
63b [IP Molti studenti; I [vp [v arrivare [NP t;]]]]. 

Movement of the NP to the subject position leaves a coindexed trace in the 
vacated position inside V'. 

(ii) Alternatively, the object NP remains in its base-position. The null 
subject in (64) is non-thematic, it is a non-overt expletive.13 

13 Recall from the Introduction that non-overt expletives are not allowed in English: 

(i) "Arrived three students. 
(ii) ·Seems that John is ill. 

The ungrammaticaliry of (i) and (n) is due to the fact that pronominal subjects in 
English must be overt. In Italian a pronominal subject may be non-overt: 

(iiia) ·Speaks English. 
(iiib) Parla inglese. 

We discuss the nature of the non-overt subject in Italian in chapter 8. 
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64a [IP e furono [vp [v' arrestati lNP molti studenti)]]]. 
64b [IP e I [vp [v' arrivare (NP molti studenti]])). 

329 

Telefonare has a different argument structure. It has only an external ar­
gument. 

65 VERB 2: 

! 

The D-structure of sentences (58a) and (58 b) will be: 

66a [IP Molti studenti [I' I [vp telefonare]]] .  

Two S-structures are possible. Either the NP molti studenti stays in its base­
position: 

66b [IP Molti studenti l!, I [vp telefonare]]] . 

Alternatively, the subject appears in a post-verbal position outside V'. The [NP, 
IP] position is again occupied by a non-overt expletive. 

66c [., e I [w [v telefonare] molti studenti)) .  

3.2.1.5 Conclusion On the basis of  ne-cllticization data we have con­
cluded that there are two types of verbs which are traditionany called intran­
sitive. Verbs like telefonare have an external argument; verbs like arrivare have 
just aq)nternal argument. For the latter class of verbs Burzio's generalization 
pr�dict� that althOugh they have an internal argument they do not assign 
ACCUSATIVE case, exacdy in the way that passive verbs fail to assign ACCU­
SA TIVE. Verbs of the arr;vare class are unaccusatives. 

We have seen that whenever a verb allows ne-cliticization from what looks 
like an inverted subject NP, this NP must occur in the object position, the 
position dominated by V'. Such a verb will lack an external argument and 
will not assign ACCUSATIVE case. In (67) we give some more examples. 
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67a Ne vengono molti. 
of-them come many 

67b Ne vanno molti al concerto. 
of-them go many to-the concert 

67c Ne tornano molti. 
of-them return many 

67d Ne partono molti. 
of-them leave many 

67e Ne muoiono molti. 
of-them die many 

67f Ne cadono molti. 
of-them fall many 

67g Ne entrano molti. 
of-them enter many 

Though the class of unaccusative verbs is not easily defined (see Burzio's 
own work for discussion), it appears that it contains primarily verbs of move­
ment and verbs that indicate some state or a change of state. 

3.2.2 AUXILIARY SELECTION 

We have seen that certain one-argument verbs have only an external argu­
ment, while others have only an internal argument to which they cannot 
assign ACCUSATIVE case. Ne-cliticization distinguishes these verbs. Another 
distinction is the choice of perfective auxiliary: 

68a Giacomo ha telefonato. 
68b Giacomo e arrivato. 

Burzio proposes that the selection of the perfective auxiliary essere is de­
pendent on the following condition: 

69 Essere selection 
There is a chain between the subject position and the complement posi­
tion of the verb. 
(cf. Burzio, 1986: 55) 

Following our discussion in 3.2 the S-structure representations of the ex­
amples in (68) will be as in (70): 
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70a [IP Giacomo [I' ha [vp telefonato]]] .  
70b [IP Giacomoj L· e [vp arrivato tJ]] .  
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In (70b) Giacomo has moved to the subject position and has left a coindexed 
trace. There is a chain between the moved NP and the vacated position. (70b) 
fulfills the condition for essere selection. In (70a) no movement is assumed 
and the condition for essere selection is not satisfied. 

H we return briefly to the other examples of unaccusative verbs listed under 
(67) we see that these verbs also select essere as the perfect auxiliary: 

71a Roberto e venuto. 
71b Roberto e andato al concerto. 
71c Roberto e tornato. 
71d Roberto e partito. 
71e Roberto e morto. 
71£ Roberto e caduto. 
71g Roberto e entrato. 

Passive verbs are also unaccusative: they also meet the condition for essere 
assignment in (69) :  

. 

72 Notevoli danni sono stati arrecati alIa chiesa. 
Important d!llI1age has (lit. are) been caused to the church. 

3.3 One-argument Verbs in English 

Let us try to see if Burzio's analysis of the one-argument verbs carries over 
to English. We have already discussed passive verbs. The crucial properties 
of these verbs are that (i) they fail to assign an external theta role, i.e. they 
lack an externiLl argument; and that (ii) they do not assign ACCUSATIVE 
case to their complement. Can other verbs be considered unaccusatives along 
the lipes of the Italian verbs of the arrivare group? 

r 

3.3.1 RAISING PREDICATES 

Raising verbs also belong to the class of unaccusatives. Consider the repre­
sentations in (73) :  
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73a [IP Poirot; U' was [vp believed [IP t; to have destroyed the evidence])]) .  
73b [IP Poirot; U' -s [vp seem � t; to have destroyed the evidence]]]] .  

We have discussed the derivation of (73a) and (73b) in section 1 .1 .  The verbs 
believed and . seem take one internal clausal argument and do not assign an 
external theta role to the subject position. For both verbs we have also said 

that they cannot assign an ACCUSATIVE case to the subject position of the 
lower infinitive. 

We now see that the properties attributed to these verbs are captured by 
Burzio's generalization: passive and raising verbs lack an external argument 
and they consequently fail to assign ACCUSATIVE case. 

3.3.2 VERBS OF MOVEMENT AND (CHANGE OF) STATE 

We may wonder whether the English verbs of movement and (change of) 
state are like their Italian counterparts of the arrivare class. Remember two 
crucial features of verbs of the arrivare class: they allow ne-cliticization from 
the post-verbal subject and they select essere as a perfect auxiliary. In present­
day English there is no choice of auxiliary for the perfect, this being invari­
ably have, and there is no equivalent to ne-cliticization, so the diagnostics 
introduced are not immediately applicable. 

A consideration of the history of the language throws some light on the 
issue. While modern English uses only have as a perfective auxiliary, older 
stages of the language had both have and be. At those earlier stages verbs of 
movement and change of state like come, go, return, grow, die, fall formed 
their perfective forms by means of be: 

74a Se halga faeder waes inn agan. 
the holy father was in gone 
'The holy father had gone in.' 
(Quirk and Wrenn, 1957: 78) 

74b Is nu geworden. 
is now become 
'It has happened.' 
(Quirk and Wrenn, 1957: 79) 

Present-day English still allows the form in (75) (cf. 74a): 

75 Poirot is gone. 
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From earlier stages of the language we obtain indirect support for the idea 
that verbs of movement and change of state are unaccusative verbs like their 
Italian counterparts of the arrivare class. 

Another argument can be obtained from present-day English and concerns 
the use of the expletive there. We have briefly discussed existential sentences 
such as (76) and (77) in chapter 1 :  

76a Three men arrived at  the palace. 
76b There arrived three men at the palace. 

77a Three students came to the party. 
77b There came three students to the party. 

In (76a) the subject precedes the verb arrived while in the existential pat­
tern (76b) it follows it and the expletive there occupies the [Spec, IP] position. 
It is clear, though, that the existential pattern cannot be used with every verb 
in English.14 

78a Three men bought a book. 
78b "There bought three men a book. 

79a Three men slept in the room. 
79b ""There slept three men in the room. 

Transitive verbs are excluded (78b). Only a subset of one-argument verbs 
allows the construction, as indicated by the ungrammaticality of (79b). A 
closer look at these and other examples suggests the following descriptive 
generalization: the there-construction is res�icted to one-argument verbs of 
movement and (change of) state. In addition to the verbs given above, Burzio 
( 1986: 159) mentions: arise, emerge, ensue, begin, exist, occur, follow. The 
Italian counterparts of these verbs (sorgere, emergere, succedere, cominciare, 
esiste.re, accader;, seguire) all pattern like arrivare.15 We follow Burzio in 
assuming that the English verbs of movement and of (change of) state listed 
above are also unaccusatives, i.e. fail to assign ACCUSATIVE case and lack 
an external theta role. 

14 See Belletti (1988) and Moro ( 1989) for a discussion of the existential construc­
tion. 

IS See Burzio (1986: 160-1 ) for discussion though. 
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3.3.3 ERGATIVE-CAUSATIVE PAIRS 

Some English verbs have properties which have led some linguists to treat 
them as unaccusatives. 

80a The enemYi sank the boa�. 
80b The boa� was sunk. 
80c The boa� sank. 

The argument structure for active sink is given in (81a). We have specified 
the theta roles and we have entered the relevant indices in the theta grid of 
the verb to indicate which NP realizes which argument: 

81a sink: verb 
1 2 

AGENT THEME 

i j 

In (80b) passive sink has the argument structure (81b): 

·81 b sunk: verb 
2 

THEME 

For by now familiar reasons we propose (82a) as the D-structure and (82b) 
as the S-structure of (80b): 

82a lIP e £I. was [vp [v' sunk [NP the boat)]]]]. 
82b lIP The boa� £r was lvp lv' sunk lNP �])]]] . 

In (80c) the NP the boat has the same thematic relation to the verb as in 
(80b): the boat is the THEME, the thing that is affected by the activity. One 
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might assume that sink in (80c), although active, has an argument structure 
similar to that of a passive verb, i.e. that sink in (80c) is an unaccusative verb. 

82c sink: verb 
2 

THEME 

On this assumption, (80c) would have the D-structure (83a) and the S­
structure (83b): 

83a lIP e L, past [vp [V' sink [NP the boat]]]]]. 
83b [IP The boatj [1' past [vp sink lNP 1)]]]]. 

In (83a) the NP the boat is base-generated as the object of sink; at S­
structure it becomes a derived subject. The two argument structures correlate 
with a semantic difference between two· uses of sink. (80c) encodes that some 
object (the boat) is engaged in some activity (the sinking). In (80a) the exter­
nal argument specifies who is responsible for the sinking: (80a) is equivalent 
to 'the enemy made the boat sink' or 'the enemy caused the boat to sink'. In 
view of the element of causation involved in the interpretation of sink in (80a), 
this use of the vub is referred to as the causative pattern. 

There are two reasons for not referring to sink in (80c) as an unaccusative 
verb. First, unlike arrive, sink has a transitive pendant which does assign 
ACCUSATIVE: 

84a The enemy sank the ship. 
84b '"I arrived the baby to the creche. 

Seco-ftd, unlike the unaccusative verbs of movement and (change of) state 
mentioned abo�e, sink does not appear in the there-construction: 

85a There came three new sailors on board. 
85b '"There sank three ships last week. 
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On the basis of these two criteria it seems reasonable to argue that sink 
(and verbs which pattern like it) is not an unaccusative verb. Other verbs that 
pattern like sink are open, close, increase, break, drop: 

86a Poirot opened the door. 
86b The door opened. 

87a Poirot closed the door. 
87b The door closed. 

88a The police have increased the activities. 
88b The activities have increased. 

89a Poirot broke the vase. 
89b The vase broke. 

90a The boy dropped the vase. 
90b The vase dropped. 

Rather than claiming that these verbs have the theta structure in (82c) we 
propose that they are intransitive verbs which project their THEME argu­
ment in the subject position at D-structure: 

91 sink: verb 
1 

THEME 

The D-structure of (80c) will not be as in (83a) but will be: 

92 LP The boalj b, past [vp sink]]] . 

In this book the term unaccusative is used for passive verbs, raising verbs 
and verbs of movement and (change of) state, and we refer to one-argument 
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verbs like sink as ergatives. 16 The classification of verbs as unaccusativelergative 
is a matter of ongoing research. Many authors do not make any distinction 
between the terms, or consider verbs with transitive pendants like sink, which 
we label ergatives, as unaccusatives. The reader is referred to the literature for 
details. 

4 Levels of Representation and Principles of the 
Grammar 

In this chapter we have developed the hypothesis that all sentences are asso­
ciated with two syntactic representations: D-structure and S-structure. In this 
section we discuss the relation between these levels and we shall give an 
overview of how the principles of grammar established in previous chapters 
apply to them. 

4. 1 The Structure Preseroing Principle 

There is an important constraint on the relation between syntactic represen­
tations: structures established at D-structure must be preserved at S-structure: 
transformations are structure preserving. 

If a syntactic position is required at D-structure it will be present at S­
structure as well: For instance, a position required by the projection principle 
at D-str1.\cture will also be present at S-structure. A position projected as a 
certain category at D-structure cannot change its category at S-structure: NP­
positions remain NP-positions, I remains I, etc. A D-structure NP-position, 
for example, cannot be turned into a PP-position at S-structure. If we adopt 
the hypothesis briefly alluded to at the end of chapter 2 that syntactic cat­
egory labels represent bundles of features ( [±N], [±V]) then we conclude that 
features assigned at D-structure are preserved, i.e. they do not change. If NPs 
are also assigned the features [± anaphor; ± pronominal] then these features 
too are expected to be invariant between D-structure and S-structure. This 
pomi'becomes felevant in chapter 8 .  

The structure preserving principle also has consequences for movement. 
One constraint which it imposes on movement is that phrasal projections 

16 In so doing we depan from Burzio's own analysis (1986) and we follow 'a sug­
gestion in work by Belletti (1988: 4, 14), based on Hale and Keyser (1986, 1987). 
Obviously, the same type of analysis will also apply to the equivalents of the 
ergatives in other languages. 
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must move into positions which are themselves labelled as phrasal projec­
tions. NPs, for example, must not move into positions dominated by lexical 
categories (such as N) or intermediate phrasal categories (N'). Heads such as 
I must move into other head positions. 

Second, movement will have to respect syntactic categories. For example, 
NPs can move into NP-positions without problem, but they will not be able 
to move into a position labelled AP. This does not mean that NPs must move 
to NP-positions. Provided all other principles of the grammar are respected, 
NPs will also be allowed to move to positions which are not specified for a 
syntactic category (see the discussion of wh-movement in section 2.3.1 and 
in chapter 7). The structure preserving principle does not prevent that a 
moved element is given a new position at S-structure, a position that does not 
exist at D-structure, as long as the new position created respects the princi­
ples of phrase structure. Such a move would not violate the principle that 
structure must be preserved. 

Consider, for instance, the example of free subject inversion in Italian: 

93a 11 ragazzo ha telefonato. 
the boy has telephoned. 

93b Ha telefonato it ragazzo. 

The VP of (93a) is as in (93c); i/ ragazzo is in [Spec, IP]. 

93c VP 

I 
V' 
I 

V 

I 
telefonato 

In (93b) the subject NP occurs post-verbally. We assume that the D-structure 
(93b) is like that of (93a). At S-structure the subject NP il ragazzo is post­
verbal. Re�all from (S8c) that ne-c1iticization is impossible from the post­
verbal subject of telefonare, suggesting that the postposed subject is not in the 
object position [NP, V1. It is proposed in the literature that the post-verbal 
subject NP is adjoined to VP: 
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93d VP 

VP NP 

V' 

v 

telefonato il ragazzo 

The S-structure in (93d) is not incompatible with the structure preserving 
principle: all structure assumed at D-structure (93c) is preserved. We return 
to adjunction structures in chapter 7. 

4.2 The Theta Criterion 

In 2.2.1 we discussed the application of theta theory to the two levels of 
representation. 

D-structure is a representation of lexical properties. D-structure represen­
tations are subject to the theta criterion: all syntactic arguments of the predi­
cates must be realized. Moreover we must not randomly generate arguments 
(say NPs) which cannot be associated with any predicate since they will fail 
to receive a theta role. 

S-structure encodes the result of movement transformations. The structure 
preserving principle will also entail that movement leaves traces since posi­
tions created at D-structure must be preserved. Traces of movement form a 
chain with their antecedent. If we redefine the theta criterion in terms of 
chains, (cf. 22) ) )Ne can maintain that the theta criterion also applies at S­
structure, as dim:ussed above. (See also section 4.6.) 

4.3 The Extended Projection Principle 

The EPP is another principle regulating syntactic structure which applies at 
an levels of syntactic representation: sentences must have subject positions, 
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[Spec, IP] positions, at all syntactic levels. It is important to point out here 
that the EPP imposes that the [Spec, IP] position be generated. The EPP does 
not impose that this position be filled by overt elements: we have already seen 
that it may be filled by a trace or by PRO. Also, the EPP does not require 
that the [Spec, IP] position be filled by arguments: we have seen that some­
times it is filled by an expletive element. Given the structure preserving prin­
ciple discussed in 4.1 it follows that if the EPP forces us to generate a [Spec, 
IP] position at D-structure, this position is also present at S-structure. 

4.4 The Case Filter 

Throughout this chapter we have been assuming that the case filter applies 
at S-structure. NPs do not need to be assigned case at D-structure. Structural 
case is assigned at S-structure (cf. section 1 . 1 ) .  

This does not mean that at D-structure NPs must be caseless. All  we are 
saying is that case is not checked at D-structure. In chapter 3 we adopted 
the idea that inherent case is associated with theta roles as a lexical property. 
The German DATIVE in (94a) was taken to be an inherent case. The verb 
helfen is assumed to have the lexical structure in (94b) : 

94a Poirot hilft ihm. 
Poirot helps him-DATIVE 

94b helfen: verb 

! 
2 

DATIVE 

If D-structure is a representation of lexical structure then we can assume 
that the DATIVE will be assigned to ihm at D-structure. As seen before, 
inherent case is unaffected by passivization. 

94c Ibm wurde geholfen. 
him was helped 
'He was helped.' 

94d "Er wurde geholfen. 
he (NOM) was helped 
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4.5 The Binding Theory 

4.5.1 LEVEL OF APPLICATION 

In chapter 4 we discussed the module of the grammar which regulates the 
interpretation of NPs: the binding theory. At that point in the disc�sion we 
were not worried about levels of representation. We simply looked at sen­
tences, pretending there was a unique syntactic representation associated with 
them. Now life is more difficult: we have two levels of representation and we 
may well ask at which point the binding theory (HT) is supposed. to apply. 

In order to decide at which level the BT applies we examine the application 
of the BT in examples in which movement has taken place. We shall consider 
the application of Principle A first and then that of Principles B and C. 

The standard example that is often used to illustrate the application of 
Principle A is (95a). 

95a They seem to each other to be intelligent. 

The D-structure of (95a) is (95b) and its S-structure is (95c): 

95b rIP e seem to each other lIP they to be intelligent]].  
95c rIP TheYj seem to each otherj lIP tj to be intelligent]] . 

Principle A of the BT requires that anaphors such as each other be bound in 
their GC. The GC of each other is the matrix clause. In the D-structure (95a) 
each other cannot be bound in its GC since there is no NP available to bind 
it. The correct binding configuration arises at S-structure: the derived subject 
they can bind the anaphor: 

95d lIP TheYj seem to each otherj lIP tj to be intelligent]] .  

Belletti and Rizzi claim that (95a) only shows 'that Principle A can be 
fulfilled at S-structure, not that it cannot be fulfilled at D-structure' (1988:  
313) .  They iriclude in the disc��sion examples such as (96): 

-;2;2-:" , 

96a Replicants of themselves seemed to the boys to be ugly. 
(from Johnson, 1985, quoted in Belletti and Rizzi, 1988: 316)  

96b D-structure 
lIP e seemed to the boys lIP replicants of themselves to be ugly]] 
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96c S-structure 
[lP [Replicants of themselveslk seemed to the boys [JP tk to be ugly]]. 

In (96a) the reflexive themselves is referentially dependent on the NP the boys, 
hence we expect it is bound by it. At S-structure (96c) the anaphor is not c­
commanded by the antecedent the boys, hence is not bound by it. Belletti and 
Rizzi argue that D-structure (96b) stands a better· chance of satisfying Principle 
A. However, even here there will be problems. It is not immediately clear 
how the NP the boys, which is a complement of the preposition to, can c­
command �he reflexive even at D-structure. The reader can verify for himself 
that the first branching node dominating the NP the boys will be the pp node 
dominating to the boys. One might try to circumvent the problem by saying 
that the pp node somehow does not count (but see Rizzi (1986c: 76-8) for 
discussion) 

96d V' 

V pp 

P' 

/\ 
P NP 

I �  
to the boys 

IP 

NP I' 

� �  
replicanrs of themselves 

Another problem with the example is that it contains a reflexive associated 
with what is called a picture-NP. NPs are known to be problematic for the 
BT.17 Consider for instance (97): 

17 We have illustrated the problems with picture-NPs in chapter 4, exercise 3. For 
discussion of the data the reader is referred to work by Prewett (1977) and 
Jackendoff (1992). Nakajima (1984) proposes that picture-NPs should be kept 
outside the BT. Mohanan (1985) contains a similar suggestion. 

. 
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97 This is a picture of myself which was taken years ago. 

In (97) the reflexive myself lacks an antecedent and yet the sentence is gram­
matical. Because of their special behaviour it is sometimes proposed that 
picture-NPs be treated separately from other NPs with respect to the BT. 
Rizzi and Belletti's argument that Principle A can be satisfied at D-structure 
is weakened because it relies on picture-NPs, which are problematic for the 
binding theory anyway. 

Let us consider the application of Principle C. (98a) is ruled out on the 
interpretation indicated by the coindexation: Bill must not be coreferential 
with he (Belletti and Rizzi, 1988: 318). 

98a ·Hei seems to Billi's sister to be the best. 

Consider the syntactic representations of the sentence: 

98b D-structure 

CP 

/\ 
NP I ' 

,. 

e -s 

v 

seem 

V '  

PP IP 

I � 
P '  NP I '  

,./1 
P NP 

� 
NP N '  

� I 
to' . BiIIi'S sister hei to be the best 
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98c S-structure 

IP 

/\ 
NP I '  

VP 

V'  

V' 

/\ 
V pp IP  

/\ 
P'  NP I' 

/l 
P NP 

� 
NP N' 

� 
" Hej -s seem to BiIl j's sister tj to be the best 
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If we were to assume that Principle C can be fulfilled at D-structure it 
would not be possible to rule out (98a) with the intended interpretation on 
the basis of the BT. At D-structure (98b), he; is coindexed with Bill; but Bill 
does not c-conunand the pronoun, nor does the pronoun c-conunand Bill, as 
the reader can verify on the tree diagram. The D-structure configuration (98b) 
is identical in the relevant respects to the structure of (99) where coindexation 
between Bill and he is allowed: 

99a It seems to Billj's sister that hej is the best. 
99b D-structure/S-structure 

It seems to Billj's sister [that [he; is the best]] .  

We conclude that it is the S-structure representation (98c) which is ruled out 
by Principle C. Bill;, an R-expression, is bound by he; and this violates 
Principle C. This suggests that Principle C must be satisfied at S-structure. 

The same reasoning can be applied to (100) to demonstrate that Principle 
B cannot be satisfied at D-structure either: 

100 "He; seems to himj to be likely to be the best. 
(Belletti and Rizzi, 1988: 318)  . 

We leave the reader to work out the D-structure and S-structure of this 
example. . 

On the basis of the discussion above, we conclude that Principles B and C 
apply to S-structure configurations. The evidence that Principle A can be 
fulfilled at D-structure is controversial.18 

4.5.2 THE FEATIJRE COMPOSmON OF NP-TRACES 

Let us return to a point left unexplained in section 2.3.1 above. It was 
observed that example (37a), repeated here as (101),  is ungrammatical: 

101'�· · ·"Johnj seems that it is believed tj by everyone. 
r 

Let us try to explain why this should be so. 
We have seen that traces of NP-movement occupy an NP-position and 

IS We return to the level of application of the binding theory in chapter 9, section 
4. 
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have nominal AGR-features (gender, number and person). This means that 
these traces are in fact like non-overt NPs. In chapter 4 we propose that NPs 
are subject to the BT. The question to address is: which principle applies to 
traces of NP-movement, i.e. what type of NP are NP-traces? Recall that there 
were four types of NPs: 

102a Typology of NPs 

Type 

[+Anaphor. :-Pronominaq 
[-Anaphor. +Pronominal] 
[-Anaphor. -Pronominal] 
[+Anaphor. +Pronominal] 

The binding theory says that: 

OVERT 

anaphors 
pronouns 
R-expressions 

NON-QVERT 

PRO (chapter 5) 

(i) elements that are [+Anaphor] must be bound in their GC. 
(ii) elements that are [+Pronominal] must be free in their GC. 

Consider the typical examples of NP-rnovernent: a passive sentence (103a) 
and a raising construction ( 103b): 

103a Dohni is believed ti by everyone]. 
103b DOMi seems £n. t; to be the bestJJ. 

Which of the combinations of features listed in (102) would be appropriate 
to characterize the NP-traces in (t03)?  

Suppose the traces were considered to be R-expressions ( [-Anaphor, -Pro­
nominal]). Clearly this is not a good idea as the traces in (103) are coindexed 
with a c-commanding NP in an A-position. H a trace of NP-movement were 
an R-expression it would violate Principle C. 

Suppose the trace is [-Anaphor, +Pronominal], i.e. a pronoun. Again this 
will not do: the traces in (103) are bound in their GC. The reader will be able 
to work out that in both examples in (103) the antecedent John is contained 
in the GC of the trace!' 

19 Remember that we stipulated in chapter 3 that infinitival JP is not a barrier for 
outside government, hence seem governs the trace in the subject position of the 
complement JP. 
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Could the trace be like the non-overt element PRO, [+Anaphor, +Pro­
nominal] discussed in chapter 5? We have seen that such NPs are subject to 
contradictory requirements with respect to the BT. The only context in which 
PRO is licensed is when it is ungoverned. Clearly, the object position of the 
passive verb in (103a) is governed, and similarly, infinitival lP not being a 
barrier, seem will govern the trace in the subject position of the infinitival JP 
(103b). 

Finally, we are left with the category [+Anaphor, -Pronominal], subject 
to Principle A. This is rather a nice result. As the reader can verify for him­
self, the traces in (103) are bound in their GC: t; is coindexed with a c­
commanding antecedent in its Gc. NP-traces are like anaphors. 

H we treat NP-traces as anaphors the ungrammaticality of (101) follows 
from the BT: t; must be bound in its GC. The GC is the lower clause, con­
taining a governor (believe) and a subject (it or the SUBJECf, AGR). In (101) 
the trace is not bound in its GC. 

At this point it is clear that the term 'antecedent', which we introduced to 
refer to the moved NP, is not accidental. The moved NP behaves like an 
antecedent in that it binds the trace. The requirement that the moved NP 
should bind the trace will also account for some of the properties discussed 
in section 2.3. Recall that antecedents of NP-movement c-command their 
traces (see section 2.3.2). We have defined binding in' terms of coindexation 
with a c-commanding element in an A-position. The c-command relation 
between the moved NP and its trace follows if we assume that the trace must 
be bound by the moved element. We return to the binding relations between 
an antecedent and its trace in section 4.6. 

On the basis of the examples discussed above we have identified NP-traces 
as non-overt NPs of the type [+Anaphor, -Pronominal]. This means that in 
our inventory of NP types (102a) we can pair them with overt anaphors: 

102b Typology of NPs 

Type 

[+Anaphor, -Pronominal) 

[-Anaphor. +Pronominal) 

[-Ana'!)hor, -Pronominal) 

[+Anaphor, +Pro�ominal) 

OVERT 

anaphors 

pronouns 

R-expressions 

NON-OVERT 

NP-trace 

PRO 

There are now only three gaps in the paradigm we have set up. The 
absence of overt elements which are [+Anaphor, +Pronominal] was motivated 
in chapter 4. We have as yet no non-overt elements which are [-Anaphor, 
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+Pronominal] and [-Anaphor, -Pronominal] . In subsequent chapters we shall 
see that these latter types also exist so that we shall be able to arrive at a 
picture where all overt NP-types have a non-overt pendant. We return to the 
classification of non-overt categories in chapters 7 and 8 .20 

4.6 Chains and Movement 

4.6.1 CHAINS 

Section 2.3 contains an inventory of the properties of NP-movement. NP­
movement creates a chain. We shall see in chapter 7 that wh-movement also 
leads to chain formation. In (104a) NP-movement creates the chain <this story;, 
t;>; in (104b) it

' 
creates the chain <Poirot;, t;>: 

104a This stOryi was believed ti by the villagers. 
104b Poiroti seems [IP ti to have destroyed the evidence]. 

In section 4.5.2 we have seen that traces of NP-movement behave like anaphors: 
they are subject to Principle A of the binding theory: they have to be bound 
in their governing category. In the chain <Po;rot;, t;> in (104b), for instance, 
the first member of the chain, Poirot;, locally binds the next one, t;. (104c) 
is ungrammatical because Poirot fails to bind its trace locally. 

104c " lIP. Poirot; is likely b [that [lPz it appears lIP, t; to be the best can­
didate]]]]). 

Let us list the' properties of chains which we have identified so far: 

(i) the highest member of the chain, i.e. the head of the chain, is a a'­
position; 

(ii) the foot of the chain is a theta position; 
(iii) if the chain contains more than one member, the lower members of the 

chain are traces; 
(iv) the members of the chain are coindexed; 
(v) the chain contains one argument; 

(vi) the chain is associated with one theta role; 
(vii) the chain contains one case position; 

(viii) a member of a chain locally binds the next member. 

20 The classification of NPs on the basis of the features given in (102a) is discussed 
at length by Chomsky (1982). 
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In (104a) and in (104b) the chains have two members, but clearly chains might 
have more than two members: 

104d Poirot; seems lIP t'; to have been arrested t;l . 

In ( 104d) NP-movement leads to the three member chain <Poirotj, t�, tj>: this 
chain contains two NP-traces, each of which bound by an antecedent: tj is 
bound by the intermediate trace t';, t� itself is bound by the NP Poirotj• For 
completeness'sake also consider (104e) in which <Poirot> is a one member 
chain: 

104e I have invited Poirot. 

We define a chain as follows: 

105 Chains 
105a C= <Xl> • • •  Xn> is a chain iff, for 1:::; i < n, Xj is the local binder of Xj.t. 

where 

105b x is a binder of " iff, for x, " = a category, x and y are coindexed, 
and x c-commands y; 

lOSe x is the local binder of y iff x is a binder of y and there is no z such 
that z is a binder of y, and z is not a binder of x. 

(cf. Rizzi, 1986c: 66) 

(22a) repeated as (105d) defines the theta criterion in terms of chains: 

105d Theta criterion 
Each argument A appears in a chain containing a unique visible theta 

"�;'i. position P, and each theta position P is visible in a chain containing 
a uniqul argument A. 
(Chomsky, 1986a: 97) 

(105d) expresses a bi-uniqueness condition between theta : roles and chains 
containing exactly one argument. The chain formation mechanism is essentially 
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free: a sequence of constituents meeting the definition in ( 105d) can form a 
cham., but there is no obligation. Consider (104d): the object position of 
arrested is a theta position. The subject position of the embedded clause and 
the matrix subject position are not theta positions. On the basis of the S­
structure of (104d) we could create the followm.g chains: 

106a <Poirot;>, <t';>, <t;> 
106b <Poirot;, t';>, <t;> 
106c <Poirot;> <t';, t;> 
106d <Poirot;, t';, t;> 

However, by the theta criterion as defined m. (105d) ( 106a)-(106c) are ex­
cluded. In all of them the argument Poirot will belong to a cham. which fails 
to be assigned a theta role, and a theta role will be assigned to the chain 
contaiiJ.ing t; and which fails to contain an argument. (106d) meets the theta 
criterion: (104d) is well formed with the chain formation in (106d). Consider 
now (104f): 

104f Poirot; wantli la lIP PRO; to be arrested tJ]. 

The subject position of the matrix clause is a theta position, and so is the 
object position of arrested. The subject position of the infinitival CP is non­
thematic. As before, we can form a number of chains: 

107a <Poirot;>, <PRO;>, <t;> 
107b <Poirot;, PRO;>, <t;> 
107c <Poirot;>, <PRO;, t;> 
107d <Poirot;, PRO;, t;> 

The theta criterion rules out (107a), (107b), and (107d). In (107a) PRO is 
not associated with a theta position, and the theta role assigned by arrested 
to its complement is not associated with an argument. In (107b) the chain 
<Po;rot;, PRO;> contains two arguments, Po;rot and PRO, and the cham. <t;> 
will be assigned the theta role by arrested and does not contain an argument. 
In (107d) again the cham. contains two arguments. In (104f) the only option 
for chain formation is (107c). 
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4.6.2 DERIVATIONAL CONCEPTION VS. REPRESENfATIONAL 
CONCEPTION OF CHAINS 

351 

The reader might conclude from the discussion so far that chain formation 
is inevitably the result of movement and that chains cannot be created inde­
pendently of movement. In this conception of chains, the so-called derivational 
conception, it is as if a constituent is provided with a derivational history 
which keeps track of the application of movement. Chains are built in the 
course of the derivation and encode all the derivational steps. There is an­
other conception of chains (cf. Brody, 1993a, 1993b, Rizzi, 1986c), the repre­
sentational view. In this conception, chains are read off from S-structure, and 
they do not necessarily reflect the derivational history of the constituent. In 
this section we shall consider some empirical evidence for the represen­
tational conception of chains. Consider first the following sentences from 
Italian. 

108a Giannij e stato affidato G a Maria. 
Gianni is been entrusted to Maria 
'Gianni has been entrusted to Maria.' 

108b Gi� le e stato affidato t;. 
Gianni to her is been entrusted 
'Gianni has been entrusted to her.' 

In (108a) the NP Gianni originates as the object of passive affidato and moves 
to [Spec, IF]. This movement creates a two member chain <Gianni;, t;>. The 
verb affidato also takes a pp complement a Maria. In (108b) the same 
derivation applies as in (108a), but the indirect object is realized by the 
element le, which is a clitic associated with the finite verb e. These examples 
show cleariy that affidato selects two complements, the indirect object and 
the direct object, hence it must assign two theta roles. 

Now consider ( 109): 

109a Giannij vede se stesSOj nello speccio . 
.;�:, . .  Gianni sees himself in the mirror . .  -

r 
109b Giannij sij vede nello specchio. 

Gianni himself sees in the mirror 

(109a) is a transitive sentence: the verb vede ('sees') takes the reflexive se stesso 
('himself') as its complement. In (109b) the reflexive is realized by a clitk 
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element, si, associated with the inflected verb vede. In order to represent the 
binding relations between the reflexive and its antecedent we coindex the 
antecedent Giannij and the reflexive, se stesso/ and si/, respectively. Now we 
turn to (108c) and (108d): 

108c Giannij e stato affidato !j a se stessoj. 
Gianni is been entrusted to himself 
'Gianni has been entrusted to himself 

108d "G�annij � e stato affidato ti. 

(108c) again contains the passive affidato, the structure is the same as that 
in (108a) but in this example the pp complement contains a reflexive, se stesso. 
We might expect that just as was the case in (109) se stesso can alternate with 
its clitic variant si, but replacing se stesso by the ditic si leads to ungram­
maticality (cl. Kayne, 1975; Rizzi, 1986c). The ungrammaticality of (108d) 
is unexpected: after all, we simply combine two patterns which are independ­
endy legitimate: (i) passivization as illustrated in the grammatical examples 
in (108), and (ii) reflexivization with si illustrated in (109). The problem cannot 
be that there is a binding relation with a passivized subject, since this is 
possible in (108c), nor can it be that the combination of passivization and 
the ditic construction as such is ungrammatical, since ( l08b) is a passive sen­
tence containing a clitic. The problem seems to be due to the combination of 
passivization, which triggers movement of Gianni, in the presence of the re­
flexive clitic. Or, more precisely, the problem concerns the formation of the 
chain <Gianni/, t/> across the intervening si, which itself is coindexed with the 
members of the chain. Let us consider this issue more carefully. 

There is a local binding condition on chain formation « lOSa) and (lOSc» . 
This means that in (108d) we will not be able to form a chain which includes 
Gianni, the moved NP, and its trace, without also including the coindexed si. 
The two member chain <Gianni/, t/> violates (lOSc): in this chain Giann;/ will 
not locally bind the trace: si; would be a closer binder of t/. Apparently we 
must include si/ in the chain. The three member chain <Gianni/, si/, t/> is also 
illicit: it violates the theta criterion (lOSd) as defined on chains: it contain 
two arguments and it receives the two theta roles assigned by affidato: that 
associated with the direct object NP and that associated with the indirect 
object NP. Needless to say, we also cannot form two chains, the one member 
chain <Gianni/> and the two member chain <si/, t/>, since this would mean 
that Gianni is not associated with any thematic position. and si is associated 
with two theta roles. 
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Data such as (108d) are important because they show that apparently 
chain formation is not based purely on syntactic movement: the chain <Gianni;, 
tj>, which would be a faithful record of NP-movement of Gianni and which 
would satisfy the theta criterion, cannot be formed. 

Rizzi concludes from data such as (108d) and parallel data from Romance 
that 'chain formation cannot "skip" intervening binders' (Rizzi, 1986c: 71 ) .  
Data such as these hence offer support for the representational conception of 
chains. Rizzi says: 

if chains were blind recordings of applications of [movement] nothing 
would prevent formation of a chain including only [the NP Gianntl and 
its trace . . .  and the proposed explanation would be lost. (1986c: 95) 

5 Subjects and Derived Subjects 

So far we have assumed that unaccusative verbs induce NP-movement, hence 
that their subjects, i.e. NPs which occupy the [Spec, JP] position, are derived 
subjects. In this section we consider a proposal which has been gaining ground 
in the literature where it is argued that subjects of transitive and intransitive 
verbs are base-generated in [Spec, VP]. This section is based on Sportiche 
(1988a). 

Consider the following French sentences: 

HOa Tous les gar�ons ont lu ce livre. 
all the boys have read this book 

HOb Les gar�ons ont tous lu ce livre. 
the boys have all read this book 

(HO�). and (HOb) are paraphrases. It has often been proposed that they are 
syntactically relited, in the seRS!t titat one is derived from the other. One 
possibility would be that (HOb) derives from (HOa). In (HOb) the quantifier 
tous occupies the position which we have identified as [Spec, VP] (cf. chapter 
2). If (HOa) were closer to the underlying order of the sentence iI} ( 105b) 
then we would have to assume that tous is moved downwards from the subject 
position [Spec, JP] into the VP. 

Alternatively, we might assume that the NP tous les garfons originates in 
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the [Spec, VP] position. Under this view both (1 10a) and (110b) involve 
movement. In (110a) the NP tous les gar,ons moves as a whole to the [Spec, 
IP] position, in (1 10b) only the phrase les gar�ons moves, leaving the 

quantifier in the [Spec, VP] position. Roughly, the D-structure of the sentence 
in (1 10) would be (111)  and their S-structures would be (1 12) :  

111  J P  

/1 
NP I '  

� 

e ont 

VP 

� 
NP V' 

� 
V NP 

I �  
tous les garc;ons lu ce livre 



112a 

112b 

Tous 
les 
garc;onSj 
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JP 

VP 

NP V' 

/\ 
V NP 

I �  
Ont tj lu ce Iivre 

I P  

� 
NP 

Les 
garc;onSj 

I '  

� 
VP 

� 
NP V' 

1\ 
V NP 

I �  
ont tous tj tu cc l ivrc 
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In (1 12b) tous is adjacent to the trace of the moved NP. The movements 
of the NPs in (1 12a) and ( 1 12b) are examples of NP-movement: an NP is 
moved to the subject position. Hence the trace of the moved NP is of the type 
[+anaphor, -pronominal] and subject to Principle A of the BT. 

In his discussion of these sentences Sportiche (1988a) provides arguments 
that the relation between the trace and the moved NP is like that of an 
anaphor and its antecedent. In ( 1 12b) tous signals the position of the trace. 
Tous in ( 1 12b) is c-commanded by the related NP. The c-command relation 
is necessary, as illustrated by the ungrammaticality of ( 1 13b). In this sentence 
the NP ces liv.res does not c-command tous, hence it does not c-command its 
trace, which is assumed to be adjacent to tous. 

113a L'auteur de tous ces livres a achete cette maison. 
The author of all these books has bought this house. 

113b "L'auteur de ces livres a tous achete cette maison. 
"The author of these books has all bought this house. 

Second, the quantifier must not be too far removed from the related NP: 

1 14 "Les garc;ons lui ont demande de [[PRO tous acheter ce livre]] .  
the boys him have asked all to-buy this book 

In ( 114) the NP les garfons cannot be related to the quantifier tous in the 
lower clause. Sportiche explains the ungrammaticality of ( 1 13b) and of (1t4) 
by arguing that the quantifier tous is adjacent to a trace of the moved NP and 
that the trace is a trace of NP-movement, subject to Principle A of the BT. 

115a "L'auteur de lNP ces livres); a tous t; achete cette maison. 
1 15b " [NP Les garc;ons]i lui ont demande de [[PRO tous ti acheter ce livre]]. 

Sportiche (1988afl proposes that all subject NPs are base-generated in 
the [Spec, VP] position. Hence a sentence such as (116a) would have the D­
structure ( 1 16b) and the S-structure (116c). Similarly the English example in 
(117a) would have the D-structure (117a) and S-structure (117c): 

116a Les filles ont gagne le championnat. 
'The girls have won the championship.' 

21 Similar proposals are discussed in Kitagawa (1986), Kuroda ( 1986), Koopman 
and Sportiche (1991 ) Sportiche (1988a) and Zagona (1982). 
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1 17a The girls have won the championship. 

1 17b IP 

;1 
NP I '  

� 

1\ 
l V NP 

I � 
e have the girls won the championship 

1 17c IP 

/l 
NP I '  

� 
I VP 

1\ 
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A 
V NP 
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The have tj won the championship 
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The proposal that NPs in [Spec, IPI are derived subjects obviously has 
considerable consequences for the theory of grammar outlined so far. For 
instance, the proposal entails that the [Spec, IP] position is always empty at 
D-structure and is not theta-marked; in other words, it is a e'-position at D­
structure. In addition we can no longer define the external argument of the 
predicate as that realized outside VP, since all subject NPs will have traces 
in [Spec, VP]. The classification of verbs discussed in section 3 of this chapter 
will also have to be revised. H [Spec, vpJ is an NP position the question can 
also be raised whether all NP-movement must pass through it. Finally note 
that the application of the binding theory as discussed in chapter 4 will also 
be affected by the subject-in-VP hypothesis. Recall that the definition of 
governing category makes crucial use of the notion subject. We assume that 
subjects are specifier positions of lP, AGRP (in the case of small clauses), and 
NP. We can now add to this the specifier position of VP. Consider, for 
instance, (1 18):  

1 1 8a John has hurt himself. 

In this example the anaphor himself is bound by the subject NP John. In chapter 
4 we simply assumed a representation a� in ( 1 1 8b) 

1 1 8 b  Johnj has [vp hurt himselfJ. 

This representation does not take into account the subject-in-VP hypothesis 
developed here. Under such a hypothesis the S-structure of ( 1 1 8b) is (118c). 

1 1 8c JohI1j has [vp � hurt himselfJ. 

When we determine the governing category of himself we have to look for 
a governor and a subject. Based on the subject-in-VP hypothesis, these con­
ditions are fulfilled VP-internally: hurt is a governor for the reflexive and the 
trace of the moved subject NP John in [Spec, VP] is a subject. Under this 
vi�w, Xl.' is the governing category for the reflexive and himself has to be 
bound inside VP./Himself will be bound by the VP-internal trace, which in 
turn is bound by John. 

These, and many other issues are subject to future research. For expository 
reasons we will often ignore the subject-in-VP-hypothesis in the remaining 
chapters of this book, unless it substantially affects the line of argumentation. 
The hypothesis will be relevant, for instance, when we turn to reconstruction 
in chapter 9, section 3. 
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6 Summary 

This chapter discusses the properties of NP-movement, as illustrated in 
passive and raising stuctures. NP-movement is case-driven: it affects NPs 
which cannot be case-marked in their base-position. NP-movement leaves a 
coindexed trace which is a non-pronominal anaphor, hence subject to Prin­
ciple A of the binding theory. The moved antecedent NP and the trace form 
a chain. 

Verbs which induce NP-movement are those which lack an external theta 
role and fail to assign ACCUSATIVE case. These verbs are referred to as 
unaccusative verbs. The link between the two properties of these verbs is 
expressed by Burzio's generalization: 

1 Burzio's generalization 
(i) A verb which lacks an external argument fails to assign ACCUSA­

TIVE case. 
(Burzio, 1986: 178-9) 

(ii) A verb which fails to assign ACCUSATIVE case fails to theta-mark 
an external argument. 
(Burzio, 1986: 1 84) 

The chapter also examines the relation between the two levels of represen­
tation: D-structure and S-structure. The structure preserving principle im­
poses severe restrictions on the effect of transformations. The theta criterion 
and the extended projection principle are argued to apply at both D-structure 
and at S-structure, while case theory and the binding theory apply at S­
structure. 

In the final section we discuss the proposal that all NPs in [Spec, IP] are 
in a derived position and are base-generated in [Spec, VP]. 

7 Exercises 

Exercise 1 

Discuss the derivation of the following sentences. For each sentence 
provide a D-structure representation, an S-structure representation, 
and discuss the assignment of theta roles and of case. 
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1 The prisoners have been arrested. 
2 Poirot seems to like the countryside. 
3 George is thought to have been invited to court. 
4 They expect Bill to be arrested pr�sently . 

361 

5 For Bill to have been arrested so soon was disappointing. 
6 I expect tharPoirot will be invited. 
7 Not to have been invited to court was a real insult. 
S I expect to be invited. 
9 John appears to have left. 

1 0  John is likely to leave soon. 

We know that subject NPs agree with INFL. At what level of represen­
tation will this agreement be determined? 

Exercise 2 

Consider the Italian examples below. Try to classify the italicized verbs 
on the basis of the selection of perfective auxiliaries (see section 3). 
The infinitive of the verb is given in parentheses. What problems, if 
any, do these examples raise? 

1 Maria e gia partita. (partire) 
Marla is already left. 

2 Maria e �tata malata. (essere) 
Maria is been ill 

3 Maria ha guardato se stessa nello specchio. (guardare) 
Marla has watched herself in the mirror 
'Mana has looked at herself in the mirror.' 

4 Marla s'e guardata nello specchio. 
Maria herself is watched in the mirror 
'Marla has looked at herself in the mirror. 

How could the verbs in the following French examples be classified? 
':�'::. -

/' 
5 Marla est deja partie. 

Maria is already left 
6 Le bateau a eau/e. 

the ship has sunk 
7 On a eou/e le 

they have sunk the 
bateau. 
ship 

(partir) 

(couler) 
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8 Maria a travai//e longtemps. 
Maria has worked for a long time 

9 Maria a ere malade. 
Maria has been ill 

1 0  Maria s'est regardee dans le miroir. 
Maria herself-is watched in the mirror 
'Maria has looked at herself in the mirror.' 

(travailler) 

(etre) 

(regarder) 

Discuss the classification of the verbs in the Dutch examples below. 

1 1  Maria is al vertrokken. 

Maria is already left 
12 Maria heeft lang gewerkt. 

Maria has long worked 
'Maria has worked for a long time.' 

1 3  Maria heeft dat boek gekocht. 

Maria has that book bought 
'Maria has bought that book.' 

1 4  Maria is ziek geweest. 

Maria is ill been 
'Maria has been ill.' 

1 5  Maria heeft zichzelf in de spiegel bekeken. 
Maria has herself in the mirror watched. 

Exercise 3 

Discuss the derivation of the following sentences: 

They got Bill to accept the job. 
2 Bill got to accept the job. 
3 They got Bill into trouble. 
4 Bill got into trouble. 
5 They got all their friends invited. 
6 All their friends got invited. 
7 The robber got himself attacked by Jeeves. 

(vertrekken) 

(werken) 

(kopen) 

(zijn) 

(bekijken) 

What conclusions can you draw with respect to the argument structure 
of get in these examples?22 

12 For discussion see Haegeman (1985). 
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Exercise 4 

We have said that both anaphors and NP-traces are assigned the 
features l+anaphor, -pronominal]. On the basis of examples that you 
will construct discuss the similarities and differences between the overt 

anaphor himself and NP�trace. 

Exercise 5 

Consider the following sentences. For each sentence we offer some 
possible syntactic representations. Which one is theoretically justified? 

1 a John tried to go. 
1 b liP Johnl tried lep [IP PROI to go]]]. 
1 C [IP Johnl tried [IP � to go]]. 

2a John seems to be happy. 
2b [IP Johnl seems [IP � to be happy]]. 
2c [IP Johnl seems [cp [IP PROI to be happy]]]. 

3a John is happy to leave. 
3b Johnl is happy [IP � to leave]. 
3c Johnl is happy [IP PRO to leave]. 
3d Johnl is happy loP [IP PRO to leave]]. 

Exercise 6 

The following sentences are ungrammatical. Why? 

<;;:1 * Johnl seems that Mary likes tl. 
2 *Johnlseems that hel is believed � to be t:tappy. 
3 *11 believe [IP PROI to be happY1· 
4 *It is believed [IP Johnl to have been invited �. 
5 *11 never cry when [IP PROI watch a film]. 
6 *11 want [IP John to invite PRO.]. 

7 * Johnl seems that [IP it appears [IP � to be happy]]. 
8 *There hit John. 
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9 "John. invited �. 
1 0  "Himself. seems to Bill. to be the best candidate. 

Exercise 7 

So far we have assumed that seem is a verb which selects only one 
intemal argument. Discuss the problems raised for this hypothesis by 
the following example: 

John seems as if he does not like Mary. 

Exercise 8 

In section 3.2.1 we have seen that ne-cliticization data are used as a 
diagnostic to determine that an NP is in the canonical object position 
[NP, V']: 

1 a Ne sono stati arrestati tre. 
ne are been arrested three 
Three of them have been arrested.' 

1 b Ne sono arrivati tre. 

ne are arrived three 
Three of them have arrived.' 

1 c "Ne hanno telefonato tre. 
ne have called three 

Now consider the following data: 

2a Gianni ha messo [tre libri] [sulla tavola]. 
Gianno has put three books on the table 
'Gianni has put three books on the table.' 

2b Gianni ha messo [sulla tavola] [tre libri]. 
Gianni has put on the table three books 
'Gianni has put on the table three books.' 

3a ?Ho dato [un libro che mi avevano consigliato la settimana scorsa] 
[a Gianni] . 

have given a book that me they-had suggested last week to Gianni 
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3b Ho dato [a Giann i] [un libro che mi avevano consigliato la settimana 

scorsa). 
have give to Gianni a book that they me had advised last week 
' I gave a book to Gianni which they had suggested to me last 
week.' 

In each of the above pairs we find the order V - NP - pp in the (a) 
sentences and the order V - pp - NP in the (b) sentences. The 
question arises how these orders are derived. Discuss this issue using 
the data of ne-cliticization in (4) and (5): 

4a Gianni ne ha messl [tre] [sulla tavola]. 
4b *Gianni ne ha messi [sulla tavola] [tre]. 

5a ?Ne ho dato [uno che mi avevano consigliato la settimana scorsa] 
[a Gianni] . 

5b Ne ho dato [a Gianni] [uno che mi avevano consigliato la settimana 
scorsa] . 

The French data in (6)-(9) parallel the Italian data: en is the French 
equ ivalent of ne: 

6a Trois hommes sont venus. 
three men are come 
'Three men have come.' 

6b 1 1  en est venu trois. 
it en is come three 
'Three have come.' 

7a Trois hommes ont telephone. 
three men have telephoned 
'Three men have called.' 

'tb *11 enr"a telephone trois. (* with the interpretation: 'Three have 
telephoned.') 
it en has telephoned three 

Sa lis ont don ne [un prix] [a Jean]. 
they have given a prize to Jean 
'They gave Jean a prize.' 
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8b l is en ont don ne [un] [a Jean]. 

they en have given one to Jean 
:They have given one to Jean.' 

8c lis ont donne [a Jean] [un prix]. 

8d *lIs en ont don ne [a Jean] [un]. 

9a 11 1s ont donne [un livre qu'on avait conseille a l'Uni] [a Jean]. 
they have given a book that one had recommended at the Uni­

versity to Jean 

9b *IIs en ont don ne [un qu'on avait conseille a l'Uni] [a Jean]. 
they en have given one that one had recommended at the Uni­

versity to Jean 

9c lis ont donne [a Jean] [un livre qu'on avait conseille a l'Uni]. 
they have given to Jean a book that one had recommended at the 

University 

'They gave Jean a book which had been recommended at Univer­
sity. '  

9d lis en ont donne [a Jean] [un qu'on avait conseille a l'Uni]. 
they en have given to Jean one that one had recommended at the 

University 
'They gave Jean one that had been recommended at the Univer­

sity.' 

From the data given above we are led to conclude that the surface 
string V - pp - NP can apparently be generated by different deriva­
tions. For a discussion of the phenomena given here the reader is 
referred to work by Belletti and Shlonsky (forthcoming) and also 
Haegeman (1 991 ). 

Exercise 9 

When we reconsider the discussion of chain formation in section 4.6. 
in the light of the subject-in-VP hypothesis, it turns out that matters are 
more complicated than implied in that section. Specifically, since the 
ungrammaticality of the text example (1 08d), repeated here for the 
reader's convenience as (1) ,  is ascribed to the fact that the chain 
between the moved NP Gianni and its trace cannot be established 
across si, the grammaticality of text example (109b), repeated here as 
(2), becomes problematic. Discuss. 
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*Giannij sil e stato affidato tl. 

Gianni si is been entrusted 

2 Giannil sil vede nello specchio. 

Gianni si sees in the mirror 
'Gianni sees himself in the mirror.' 
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Introduction and Overview 

In chapter 6, section 1 we gave a survey of various types of movement. 
Movement affects either heads or maximal projections. Chapter 6 discussed 
movement of NPs in passive and raising patterns. In this chapter we turn to 
wh-movement. We discuss the moved constituent, its landing site and the 
arguments for positing traces in the extraction site. We show that the sub­
jacency condition imposes a constraint on the range of wh-movement and 
is subject to parametric variation. Using the subjacency condition as a diag­
nostic we show that English relative clauses are derived via wh-movement. 

We continue to elaborate our typology of empty categories, adding wh­
traces which are of the type [-anaphor, -pronominal]. From our discussion 
it follows that heavy NP-shift and PP-extraposition from NP are also instan­
tiations of wh-movement. 

In section 1 we illustrate wh-movement in questions. Section 2 concerns the 
moved constituent; section 3 the landing site. In section 4 we consider argu­
ments for traces of wh-movement. In section 5 we describe some special 
properties of subject extraction. Section 6 deals with the subjacency condition 
on movement. In section 7 we turn to the typology of empty categories and 
in section 8 we discuss heavy NP-shift and PP-extraposition from NP. 

1 Wb-movement: Some Examples 

In chapter 6 section 1 .2 we gave a brief analysis of wh-questions such as (1 ) .  

1 Whom will Lord Emsworth invite? 

The<U;h-constiq.tent whom is the internal argument of invite: it is VP-intemal 
at D-structure. We also assume that the auxiliary will is base-generated under 
I. 
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In this chapter we do not deal with the movement of the auxiliary and we 
concentrate on the movement of elements such as whom. t 

2 Wh-Phrases 

In this section we discuss some of the main properties of the constituent 
which undergoes wh-movement in interrogative sentences.2 In each of the wh­
questions in (3)  a constituent is fronted: 

3a [What] will Poirot eat? 
3b [Which detective] will Lord Emsworth invite? 
3c [Whose pig] must Wooster feed? 
3d [Where] will Jeeves live? 
3e [When] will the detective arrive at the castle? 
3f [Why] must Wooster feed the pig? 
3g [To whom] will the police inspector give the money? 
3h [In which folder] does Maigret keep the letters? 
3i [How] will Jeeves feed the pigs? . 
3j [How big] will the reward be? 

From (3) it is clear that the moved constituent is a phrase. Various types 
of constituents can move: NPs (3a, b, c), adverb phrases (3d, e, .E, i), PPs (3g, 
h) and APs (3j). As the reader can verify for himself, the moved element may 
be both an argument of the verb or an adjunct.3 The moved constituent in 
(3) will be referred to as a wh-phrase or a wh-constituent. The motivation for 
the label is transparent in (3a)-(3h): the moved constituent either consists of, 
or contains a word beginning with wh-. In (3i) and (3j ) the wh-questions are 
not introduced by a word which begins with wh-, but we can paraphrase the 
examples using a wh-phrase: 

4a [In what way] will Jeeves feed the pigs? 
4b " [Of what �'Ize] will the reward be? 

1 For a discussion of the movement of auxiliaries i.e. head-to-head movement, see 
chapters 10, 11 arid 12. 

2 In sections 6 and 8 we shall see that the range of elements that undergo wh­
movement includes non-interrogative elements. 

3 In chapter 9 we shall see that the distinction between arguments and adjuncts is 
important. We return to this distinction in chapters 10 and 12. 
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The term wh-phrase will also be used to refer to the moved phrases in (3i) 
and (3j). 

Let us consider the structure of the wh-phrases more carefully. In (3a), (3d), 
(3e), (3f) and (3i) the wh-element is itself the head of the moved phrase (cf. 
(Sa» . In (3b), (3c) and (3j) the wh-e1ement is the specifier of the moved phrase 
(Sb). We turn to the PPs in (3g) and (3h) presently. 

Sa XP Sb XP 

I A 
x' Spec x' 

I I 
X X 

I 
[ +WHj [+WHj 

I I 
a. what b. which detective 
d. where c. whose pig 
e. when j. how big 
f. why 

i. how 

Since the nature of the phrase is determined by the nature of the head it 
follows that a phrase containing an interrogative element as its head will be 
characterized as an interrogative phrase or a wh-phrase for short. Let us say 
that an interrogative' word carries a feature [+WH]. We have discussed the 
projection of phrases in chapte� 2. The properties of the phrase are deter­
mined by the properties of the head. H a head of a phrase is specified as 
[+ WH] the phrase will also be specified as [+ WHl: the WH-feature percolates 
from the head of the phrase to the maximal projection. 

In (Sb) the phrase XP whose [Spec, XPl contains a wh-word and is inter­
preted as an interrogative phrase or a wh-phrase. We conclude that the 
features of the specifier also determine the features of the entire phrase. This 
should not surprise us too much. We have already seen (in chapter 2) that 
there is often agreement between head and specifier, for gender and number 
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for instance. We can assume that
' 
features of the specifier are assigned to the 

head of the phrase and percolate to the maximal projection.4 
In (3g) and (3h) the moved PPs are of the following form: 

6 pp 

I 
P' 

� 
P NP 

I �  
g. to whom 
h. in which folder 

The presence of a wh-phrase as the complement of the preposition apparendy 
suffices to allow the pp to undergo wh-movement. We might propose that the 
[+WH] feature of the NP percolates to the PP. 

Compare (3g) and (3h) with the examples in (7): 

7a INPi Whom] will the police inspector give the money to? 
7b INPi Which 

.
folder] does Maigret keep the letters in? 

In (7) the wh-phrase is moved out of the PP; the head of the PP is left behind. 
The phenomenon in which a preposition is left behind after its complement 
has been moved out is called preposition-stranding. The phenomenon where 
the preposition is moved along with the complement NP is referred to as 
pied-piping: the preposition is pied-piped with the NP in (3g) and (3h). In 
English pied-piping of prepositions is always legitimate. Preposition-stranding 
is restricted, as the following examples show:5 

, 8a ��'?'·Which party did Poirot meet Maigret after? 
8b ?>tWhose office did the inspectors discuss the crime in? 

4 Abney (1987) proposes that NPs should be reinterpreted as projections of the deter­
miner. If this analysis were to be adopted it would obviously also follow that a 
phrase whose determiner is [+WH] is itself characterized as [+WH] (cf. chapter 1 1 ). 

S See Homstein and Weinberg (1981 )  and Kayne (1984) for discussion. 
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The possibility of preposition-stranding is subject to cross-linguistic varia­
ticin, as illustrated in the following examples: 

9a French 
"Qui as-tu parle de? 
who have-you talked about 
'Who did you talk about?' 
vs. De qui as-tu parle? 

9b Italian 
"Cui , hai parlato di? 
who have-you talked about 
vs. Di cui hai parlato? 

The question that should be answered is what explains the difference be­
tween languages with preposition-stranding, such as English, and languages 
without, such as Italian and French. Ideally the difference should be related 
to some difference in parameter setting between the languages.6 We do not 
discuss this issue here. 

3 The Landing Site of Wh-Movement 

In this section we discuss where the constituent which is affected by wh­
movement is moved to, i.e. its landing site. 

3. 1 Long vs. Short Movement 

Consider the following example: 

10  Whom do you believe bj that [Lord Emsworthk will invite] ] ?  

( 1 0 )  i s  a complex sentence. Believe takes two arguments: the external argu­
ment is realized by its subject you, the internal argument is clausal (CPj). We 
have already seen that invite takes two arguments. The external argument is 

• Kayne (1984), for example, relates the difference between English and other lan­
guages to the fact that in English prepositions assign structural ACCUSATIVE 
while in other languages prepositions assign an inherent case. 
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realized by the NP Lord Emsworth. It seems natural to say that whom is the 
internal argument. On this assumption, the D-structure of (10) should be 
(11a). 

Ha CP 
../1 

Spec C' 
r------
C IP 

------
NP I '  

� 
I VP 

[+ pres] 

V '  

r---. 
V CP 

./1 
Spec C' �P 

NP I' 

� 
I VP 

[+ pres] I 
V '  

� 
V NP 

I � 
you; do believe that Lord will invite whom, 

Emsworthk 

. 
,r 

Under the subject-in-VP hypothesis, Lord Emsworth would originate in [Spec, 
VP] and move to its position in [Spec, IP]� We leave this aspect of the 
derivation aside for expository reasons. 

-

At S-structure whom is moved from the lower clause to the [Spec, CP] of 
the higher clause, leaving a coindexed trace iD its base-position (t,). In addition 
the auxiliary do is moved to C. 
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l l b  [a Whom. do Lr you; believe £crj that £n. Lord Emsworthj will invite tJ] ] ] ?  

The difference between our earlier examples such as  (1) and (3), where a 
wh-element moves to the [Spec, CP] position of the sentence· in which it is 
theta-marked, and examples such as (11), where it moves beyond its own 
clause to the [Spec, CP] of a higher clause, is often made in terms of short 
vs. long movement. 

We assume that the reader is familiar with the contrast between direct or 
root questions such as the ones discussed so far and indirect or embedded 
questions as illustrated in (12): 

12a He wonders [if [Lord Emsworth will invite Poirot] ] .  
12b I wonder [whom [Lord Emsworth will invite] ]. 

One property that distinguishes root questions from embedded questions is 
that in the latter the auxiliary does not move: in (12) will has not inverted 
with the subject NP. The D-structure for ( 12a) will be as in (13). Wonder is 
a two-place predicate, which assigns its external theta role to he, the subject, 
and the internal theta role to the interrogative clause which it governs. The 
realization of the arguments of invite is unproblematic: the external argument 
is the subject NP and the internal argument is the object NP. The S-structure 
of the sentence will also be as in ( 13) since no constituents are moved. 



13 IP 

� 
NP I' 

WH-movement 

� 
VP 

I 
V' 

� 
V CP 

� 
Spec C' 

� 
C I P  

r------
NP I' 

� 
I VP 

I 
V' 

A 
V NP 

I L::::::,.. 
He -s . wonder if Lord will invite Poirot 

Emsworth 
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What about (l2b)? Based on the preceding discussion we propose that the 
D-structure and the S-structure of ( l2b) are ( l4a) and (14b) respectively: 

. 
,. 
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CP 

/1 
Spec C' 

� 
C IP 

.� 
NP I'  

r----
I VP 

[+ pres] I 
V' 

A 
V CP 

� 
Spec C' 

o wonder 

� 
C IP 

r----
NP I' 

"'-
I VP 

[+ pres] I 
V' 
r--....... 

V NP 

I� 
Lord will invite whom I 
Emsworth 



14b CP 

/1 

WH.-movement 

Spec C' 

� 
C IP 

r---.... 
NP I '  

r---.... 
I VP 

I I 
[+ presj V' 

� 
V CP 

� 

o 

Spec C' 

wonder whom\ 

r-----
C IP 

� 
NP I '  

� 

Lord 
Emsworth 

I VP 
[+ presj 

I 
V' 

"'­
V NP 

I I 
will invite t\ 
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(14) exemplifies short wh-movement in embedded questions. The reader is 
invited to provide a description of the syntactic representation of (15), which 
is an example of long wh-movement in embedded questions: 

15 <fwonder )Yhom they believe that Lord Emsworth will invite. 

3.2 C-command 

When we consider the configurational relation between the antecedent of wh­
movement and the trace we see that, as in the case of NP-movement (cf. 
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chapter 6, section 2.3.2), the wh-antecedent c-commands its trace. We leave 
it to the reader to verify this in the preceding examples. 

3.3 Wh-movement and Substitution 

We have been asswning that the landing site of wh-movement is [Spec, CPl. 
The motivation for this proposal was discussed briefly in chapter 2. 

A first and rather natural assumption is that an element moves into an 
unoccupied position. Remember that we adopted the structure preserving 
principle for transformations (chapter 6, section 4.1). Considering that wh­
movement moves phrasal projections of different categories, it is not reason­
able to claim that all these categorially distinct wh-constituents move to a 
position that is labelled for one specific category. Rather, the landing site for 
wh-movement must be a position which is not specified for the phrasal cat­
egory. [Spec, CP] is just such a position: the phrase structure rules allow us 
to project the position but they do not identify it for a specific phrasal 
category. A non-filled [Spec, CP] can receive phrasal constituents of any 
syntactic category: NP, AP, etc. The proposal developed here treats wh­
movement as substitution: the wh-phrase fills a hitherto unoccupied position. 
In this respect, wh-movement is like NP-movement. 

3.4 The Doubly Filled COMP Filter 

In chapter 2 we have already given empirical evidence for taking [Spec, CP], 
the position to the left of C, as the landing site of wh-movement: in many lan­
guages we find sequences of a wh-word followed by an overt complementizer: 

16a Dutch 
Ik weet niet wie of Jan gezien heeft. 
I know not whom whether Jan seen has 
'I don't know whom Jan has seen.' 

16b Flemish (a dialect of Dutchf 
Ik weet niet wie dat Jan gezien heeft. 
I know not whom that Jan seen has 
'I don't know whom Jan has seen.' 

7 For discussion see Haegeman (1992). 
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16c Bavarian Germans 
1 woass ned wann dass da Xavea kummt. 
1 know not when that Xavea comes 
'I don't know when Xavea is coming.' 
(Bayer, 1984a: 24) 

16d Early English: 
men shal we! knowe who that 1 am 
'Men will know well who I am.' 
(Caxton, 1485, R 67, in Lightfoot, 1979: 322) 

383 

In modern English there appears to be a restriction barring the occurrence 
of a wh-phrase in [Spec, CP] when the head of this CP is filled by an overt 
complementizer. In the literature this constramt is formulated as a filter: the 
doubly filled COMP filter. 

17 Doubly filled COMP filter 

When an overt wh-phrase occupies the Spec of some CP the head of that 
CP must not dominate an overt complementizer. 

The label doubly filled COMP was asso<;:iated with the earlier analysis of 
clauses as S'. In this type of analysis the positions [Spec, CP] and G were not 
clearly distinguished. It was assumed that both the complementizer and the 
moved element in (16) were dominated by the node COMP. For (16a), for 
instance, the relevant S-structure would have been as m (18) .10 

18 S' 

A 
COMP S 

� 
wie of 

. 
r 

For discussion of the Bavarian data, see Bayer (1984a, 1984b). 
The doubly filled COMP filter was first formulated in Chomsky and Lasnik (19n). 

10 There are a number of alternative analyses for the structure of the data in (16). 
(18) is only one example. We leave these divergencies out of the discussion here 
since they have become obsolete. 
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Following the convention in the current literature, we maintain the label 
doubly filled COMP filter here and reinterpret it according to the CP-analysis 
of clauses as suggested in (17).11 

The hypothesis that the landing site of wh-movement is the position [Spec, 
CP] , leads us to expect that only one element can be moved to occupy this 
position: 

19a John wondered which book Bill bought for whom. 
19b John wondered for whom Bill bought which book. 
19c "John wondered for whom which book Bill bought. 
19d "John wondered which book for whom Bill bought. 

(19c) and (19d) will be ruled out by our grammar since two phrases would 
have to be moved to [Spec, CP]. Recall that we cannot move a phrase under 
C because C is a head position. Multiple movement is not possible in English. 

However, there are examples from Polish which are problematic (Lasnik 
and Saito, 1984: 280): 

20 Maria zastanawiala si�, kto co przyniesie. 
Maria wondered who what would-bring 
'Maria wondered who would bring what.' 

(20) illustrates multiple wh movement: in this case two wh phrases have been 
moved to sentence-initial position. In the next section we shall discuss one 
possible derivation for (20). 

3.5 Adjunction 

3.5.1 GENERAL DISCUSSION 

Recall, first of all, our discussion of the structure preserving principle in 
chapter 6, section 4.1 .  We have seen that the structure preserving principle 
does not allow us to destroy existing structure by movement operations, but 
that it does not exclude that structure be added as long as the resulting repre­
sentations are compatible with the principles of our grammar. We briefly dis­
cussed one example where new structure is generated: free subject inversion 

11 As it stands (17) is non-explanatory. It would, of course, be preferable if it could 
be derived from some general principle. 



WH-movement 385 

in Italian. In this section we shall discuss the proposal that wh-movement also 
sometimes creates a new position. 

We first provide a general discussion of adjunction structures. Schematically 
D-structure representations are like (21): 

21 XP 

/1 
Spec X' 

A 
X yp 

A 
Spec y' 

A 
y ZP 

A 
Spec z' 

I 
Z 

For the sake of generality, we leave aside which phrasal categories are in­
volved and what their functions might be. Assume that the constituent ZP is 
going to be moved and that it cannot be moved INTO a position. This means 
we must create a new position for ZP. Following the discussion of wh­
movement so far we assume that moved elements c-command their traces. 
Suppose ZP moves · somewhere in the vicinity of the topmost node, XP . 

. 
r 
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22a 

????? 

f 
XP 

A 
Spec x' 

A-
X YP 

A-
Spec Y' 

D 
Y ZP 

A 
Spec Z' 

I 
Z 

We need to create a node for the moved ZP but in doing so we must 
respect all the principles of the grammar, specifically the X'-format for phrase 
structure. One option is to attach ZP in the following way: 

22b XP2 

� ZPj XPl 

A 
Spec x' 

A 
X YP 

A-
Spec Y' 

A 
Y ZP 

I 
L---------------------tj 
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In (22b) a new node XP, identified for convenience' sake as XP2, is 
created, dominating the original XP, XP1, and the moved element is attached 
there. As mentioned briefly in chapter 6, section 4.1, this operation is referred 
to as adjunction. Adjunction respects our phrase structure theory: the new 
constituent XP is headed by X. The node XP created by adjunction is binary 
branching, etc. 

Let us go into the relation between XP and ZP more carefully. There are 
two nodes XP. XP1 is the original maximal projection. It is sometimes called 
the base maximal projection. XP2 dominates the base maximal projection 
XP1 and the adjoined ZP. ZP is dominated by the topmost maximal projec­
tion XP2, but it is not dominated by the base maximal projection XPl. 
yP in contrast is dominated both by XPl and by XP2. In a way, YP is 
completely inside the projection of X, YP is included in the projection of 
X. ZP is only partly inside the projection of X, it is not fully part of the 
projection of X. 

In chapter 2 we proposed that syntactic representations be described in 
terms of dominance and precedence. We may wonder whether the maximal 
projection of X in our adjunction structure above can be said to dominate 
the adjoined ZP. Roughly speaking, the answer is 'partly'. Let us adopt the 
proposal formulated by Chomsky (1986b: 7) based on May (1985) to define 
the notion dominance: 

23 . Dominance 
A is dominated by B only if A is dominated by every segment of B. 

A is ZP in our example, B is the maximal projection of X. The idea, infor­
mally, is that in (22b) the maximal projection of X is the combination of XP1 
and XP2. ZP is not dominated by every segment of the maximal projection 
of X: ZP ,is dominated by the topmost XP2, but it is not dominated by the 
base maximal projection XPl. 

Even though ZP is not dominated by the maximal projection of X, it is not 
entirely outside the maximal projection of X, being dominated by the top­
most segment XP2. Because ZP is dominated by a segment of XP, we say that 
ZP.:is not excluded from XP. Following Chomsky (1986b) exclusion is de­
firi� as follSJ'Ws: 

24 Excliasion 
B excludes A if no segment of B dominates A. 

Speaking metaphorically, we could say that a position created by adjunction 
is like a balcony: when on a balcony you are neither completely outside the 
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room nor completely inside. You may, for instance, easily participate in con­
versations going on inside while at the same time get dripping wet if it is rain­
ing outside. 

A restriction imposed on adjunction by Chomsky (1986b) is that phrases 
can only be adjoined to maximal projections and that adjunction can only be 
to non-arguments. 

We have gone in some detail into the notion adjunction because it will be 
relevant also for section 8 below and for subsequent chapters. 

3.5.2 WH-MOVEMENT AS ADjUNCTION? 

Let us return to multiple movement in the Polish example (20) repeated here 
as (25a): 

25a Maria zastanawiala si�, [kto co przyniesie]. 
Maria wondered who what would-bring 
'Maria wondered who would bring what.' 

The bracketed indirect question is introduced by two wh-phrases co ('what') 
and kto ('who' ) .  Consider also (26a) (from Lasnik and Saito, 1984: 238, 
(11)). 

26a Maria mySli [ze co lIP Janek kupif- t] ] ?  
Maria thinks that what Janek bought 
'What does Maria think that Janek bought?' 

Since co follows the complementizer ze and precedes the subjectJanek in (26a), 
it obviously is not in [Spec, GP]. Let us assume that co is adjoined to IP. 
Adjoined positions are A'-positions. The relevant part of the structure of 
(26a) would be (26b). 



26b CP 

WH-movement 

"" Spec C' 

� 
C IP 

� 
NP IP 

I � 
ze co Janek ... 

389 

For (25a) we propose that co is also adjoined to lP, and that kto, which 
precedes it, has been moved to [Spec, CP]: 

25b CP 

� 
Spec C' 

Kto 

� 
C IP 

� 
NP IP 

I � 
co 

Note that neither (25b) nor (26b) violates the doubly filled COMP filter: 
in (26a) the position dominated by C is occupied, but [Spec, CP] is not; in 
(25b) [Spec, CP] dominates overt material but C does not. 

An adjunction analysis of wh-movement in the Polish examples (25) and 
(26) an�ws us tq; derive sentences with multiple movementY Polish differs 
crucially from English in that the former, though not the latter, allows for 
multiple movement: 

12 The Polish data are discussed for the purpose of exemplification. It is quite con­
ceivable that the analysis proposed here is not the optimal analysis. For discussion 
of wh-movement in the Slavic languages the reader is referred to Rudin (1989), 
Toman (1981), and Wachowicz (1974). 
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27a *1 wonder what to whom John gave. 
27b "I wonder to whom what John gave. 

In order to exclude examples of multiple movement at S-structure in English 
(and similar languages) we assume that in English wh-movement is done by 
substitution: the moved phtase moves into [Spec, CPl.1J We could then argue 
that whether wh-movement operates thtough adjunction or not is a matter 
of paramettic variation. 

3.5.3 A NOTE ON SOME ALTERNATIVE PROPOSALS 

Adjunction has played an important role in a number of recent developments 
of the theory, as we shall also see in chapters 9 and 10. However, more 
recendy proposals have been put forward to constrain adjunction possibilities 
severely (cf. Kayne, 1993). We do not go into these developments in detail. 
Let us just return for one moment to the problem raised in (22a), repeated 
here as (28a). The question we addressed above was where ZP could move 
to in the structure (28a). Let us assume that KP occupies [Spec, XPl. 

28a XP 

A 
KP x' 

A 
X YP 

A 
Spec Y' 

D 
Y ZP 

A 
Spec Z' 

I 
Z 

\3 In earlier versions of the theory an adjunction analysis had a 1\0 been adopted for 
wh-movement in English (see Chomsky, 1980, 1981a) but such an analysis has 
been abandoned. Lasnik and Saito (1984), which is to a large extent the basis of 
chapter 9 of this book, still assume an adjunction analysis for English. In chapter 
9 their discussion is reinterpreted in terms of substitution. 
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One option, developed in section 3.5.1, is to propose that ZP adjoins to XP, 
creating a new segment XP. An alternative approach could be that we do not 
adjoin ZP to XP, i.e .. the doininating projection, but rather that we adjoin it 
to KP, the specifier of XP. Recall that specmers dominate maximal projec­
tions. If we can adjoin a maximal projection to another maximal projection 
then ZP could adjoin to KP, the specifier of XP, resulting in a structure like 
(28b): 

28b XP 

X' 

� 
X yp 

� 
Spec Y' 

� 

In (28b) we create an adjunction structure on KP, which would have the 
same properties as the adjunction structure discussed in section 3.5.1. Nota­
bly, ZP would not be dominated by KP, because it is only dominated by one 
segment of KP, but, on the other hand, KP does not exclude ZP, since one 
segment of KP dominates ZP. Structures such as (28b) have also been used 
in the literature. 

A fina1�inore radi� appr.oach would be to propose that when we move ZP 
it must always move to a specifier postion, and that specifier-head relations 
are bi-unique, i.e. there is one specifier to one head. If such a constraint is 
imposed on our grammar then the leftward movement of ZP in (28a) would 
force us not simply to create a segment of a maximal projection to which the 
ZP constituent can adjoin, but rather to create a full projection, Le. a maxi­
mal projection with its own head. The maximal projection which would have 



392 Introduction to Government and Binding Theory 

to be created would not have a lexical head. H there had been a lexical head 
(say, V, or P) available, then the maximal projection would have been pro­
jected at D-structure. Rather the maximal projection we create would have 
an abstract functional head. (28c) would be such a structure: 

28c FP 

� 
ZPj F' 

� 
F XP 

� 
Spec X' 

� 
X YP 

Spec Y' 

We return to the role of functional heads in chapter 11 .  We do not pursue 
the problem o( the restrictions on adjunction here. Obviously the choice 
between the different types of structures will have conceptual and empirical 
implications. (Cf. Kayne 1993 for a very restrictive theory in which adjunction 
structures are heavily constrained.) 

3.6 Movement of Maximal Projections: A-movement vs. 
A'-movement 

At this point it may be useful to summarize the discussion of movement so 
far and to compare the landing site of NP-movement, discussed in chapter 6, 
and that of wh-movement, discussed in this chapter. 

29a Poirot; will be invited t;. 
29b Poirot; seems tj to be the best detective. 

30a WholWhomj do you think Lord Emsworth will invite t;? 
30b Whoj do you think tj is the best detective? 
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(29) illustrates NP-movement. An NP is moved to the subject postion, an A­
position. (30) illustrates wh�movement: a wh-element is moved to [Spec, CPl, 
an A'-position. Based on the distinction in landing sites, we say that the chain 
created by NP-movement is an A-chain and that created by wh-movement is 
an A' -chain. We distinguish the antecedents of the two types of movement in 
terms of A-antecedent vs. A'-antecedent. The antecedent of NP-movement c­
commands its coindexed trace: we say that it A-binds the trace. In the case 
of wh-movement the antecedent also c-commands the coindexed trace, but it 
occupies an A'-position: wh-antecedents A'-bind their traces (cf. section 7). 
Movement to an A-position is A-movement; movement to an A' -position is 
A'-movement. 

4 Traces and Wh�Movement 

As was the case for NP-movement, wh-movement leaves a trace coindexed 
with its A'-antecedent. We refer to traces of wh-movement as wh-traces and 
to traces of NP-movement as NP-traces. In this section we provide some 
arguments for postulating wh-traces. Our reasoning in the chapter is closely 
parallel to that used in chapter 6 to motivate NP-traces. 

·4.1 Theta Theory and the Projection Principle 

One motivation for wh-traces is analogy: having posited that NP-movement 
leaves traces it seems reasonable to also adopt this proposal for wh-move­
ment. A second argument comes from theta theory. In chapter 6, section 4.2, 
we argued that the theta criterion applies to all syntactic levels. Internal theta 
roles are assigned by the lexical head under government. In an S-structure 
representation such as (31) invite will not be able to theta-mark whom, but 
it will assign the internal theta role to its trace. 

31 w,IlolD; do. you t. believe that Lord Emsworth will invite tj? 
.;;.�., . ". 

.r 

4.2 Agreement and Binding 

In chapter 6, we provided some arguments for postulating NP-traces, based 
on locality constraints on syntactic processes. The same type of arguments 
can be advanced in favour of coindexed wh-traces: 
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32a Poirot thinks [the sergeants are lousy detectivesl*is a lousy detective]. 
32b Which sergeants; does Poirot think [t; are lousy detectives]? 

33a Poirot thinks [the sergeants have left together]. 
33b Which sergeants; does Poirot think [t; have left together]? 

34a Poirot thinks [the sergeants have done the job their/*his o� way]. 
34b Which sergeants; does Poirot think [t; have done the job their/*his own 

way]? 

35a Poirot thinks [the sergeants have invited them for lunch]. 
35b Who; does Poirot think [t; have invited theIp for lunch]? 

In tbe (b) examples above a wh-constituent has been moved from the lower 
,finite clause to the [Spec, CP] of a higher clause. In all cases a subject NP is 
moved (we return to movement of the subject in section 5). 

The finite verb in the lower clause is plural and must be plural for all the 
sentences above. This can only be explained if the subject of the verb is 
plural. We assume that subject-verb agreement is a local process, i.e. that 
each verb agrees with its own (clause-mate) subject. Under this assumption 
postulating a coindexed wh-trace in the lower subject position enables us to 
state the agreement rule in a maximally simple way. Note that this again 
means that traces have nominal features such as number and person. 

In (32) the lower clause contains the copula be and a predicate NP. As 
(32a) shows, the predicate NP agrees in number with the subject of its clause. 
Postulating a coindexed trace in (32b) allows us to maintain that subject­
predicate agreement is constained by a clause-mate condition. 

In (33) the lower clause contains the adjunct together which must be re­
lated to a clause-mate plural NP. The coindexed trace resulting from wh­
movement will serve. as the relevant NP. 

In (34a), the antecedent for anaphoric their in in their own way is local : 
it is the subject of the clause. Poirot, for instance, cannot serve as· the ante­
cedent of his in in his own way in the lower clause. Postulating a subject trace 
in the lower clause of (34b) allows us to state the anaphoric relation maximally 
simply. 

In (35a) Principle B of the binding theory predicts that them in the lower 
clause cannot be coreferential with the NP the sergeants (see chapter 4 and 
the discussion of the level of application of Principle B in section 4.5). In 
(35b) who is not inside the GC of them. If we assume that there is a wh-trace 
coindexed with who in the subject position of the lower clause then we 
predict that them must not be coreferential with who. 
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4.3 Case 

4.3.1 WH-PRONOUNS AND CASE 

We have seen that abstract case is often not morphologically realized in 
English. For the wh-element what, for instance, there is no overt difference 
between the NOMINATIVE and the ACCUSATIVE, as the following echo 
questions demonstrate: 

36a I think that the casde will be destroyed. 
36b You think that WHAT will be destroyed? 

37a I think that Lord Emsworth will sell the pig. 
37b You, think that Lord Emsworth will sell WHAT? 

The situation with who is different: 

38a I think that Poirot will arrive first. 
38b You think that WHO/*WHOM will arrive first? 

39a I think that Lord Emsworth will invite Poirot. 
39a You 'think that Lord Emsworth will invite WHO/WHOM? 

In (38b) the echo question contains a wh-constituent in the lower subject 
position: only who is admitted, whom is disallowed. In (39b) the wh­
constituent occupies the object position: both who and whom are possible in 
spoken English, in writing whom is used. Putting aside many complications 
with respect to the use of who/whom here, we assume that the NOMINA­
TIVE case is morphologically realized as who and that the ACCUSATIVE is 
realized either as who or as whom. Given this assumption let us turn to (40): 

40a �'Who/"Wh?Itl; do you think tj will arrive first? 
40b WholWhoItl; do you believe that Lord Emsworth will invite tj? 

In (40a) the moved wh-phrase is NOMINATIVE; in (40b) it is ACCUSA­
TIVE. In English NOMINATIVE and ACCUSATIVE are assigned at S­
structure and under government (see chapter 3 for discussion).  Neither in 
(40a) nor in (40b) do the case assigners, the finite I and the transitive verb 
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invite respectively, govern the moved wh-phrase. But the traces of who and 
whom are governed by the relevant case assigners. We adopt the idea that the 
trace of wh-movement is case-marked. The case on the trace will make the 
theta position visible and will allow the verb to assign its theta role. 

4.3.2 WH-TRACE VS. NP-TRACE: MORE CONTRASTS 

Let us briefly compare wh-traces and NP-traces with respect to the assign­
ment of case. 

41a Poirotj will be invited tj. 
41b Poirotj seems tj to be the best detective. 

42a WholWhomj do you think Lord Emsworth will invite �? 
42b Whoj do you think � is the best detective? 

NP-traces are not assigned case. In (41a) the passive verb fails to case-mark 
its complement NP and in (41b) unaccusative seem is unable to case-mark the 
subject of the lower non-finite clause. The wh-traces in (42) are case-marked: 
the verb invite in (42a) assigns ACCUSATIVE case to its complement; the 
finite I in (42b) assigns NOMINATIVE to the wh-trace in the subject posi­
tion. The situation of the antecedent of the trace is reversed: in the case of 
NP-movement the antecedent is assigned case. In the case of wh-movement 
the antecedent is not in a position to which case is assigned. 

-

(43) summarizes the comparison between NP-movement which is A­
movement and wh-movement, which in A'-movement. 

43a A-movement; NP-movement 
A-chain 
Antecedent (head of the chain): 
Trace (foot of the chain): 

43b A'-movement; wh-movement 
A'-chain 
Antecedent: -Case 
Trace: +Case 

+Case 
-Case 

By simply inspecting the head or the foot of a chain we can identify the 
type of movement and its properties. Chapter 8 offers a more detailed com­
parison between the two kinds of movement. 
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4.4 Adjunct Traces 

So far we have only discussed wh-traces of arguments. Adjunct phrases are 
also subject to wh-movement: 

44 When did you tell her that Bill is coming? 

In the sentence-initial position of (44) we have the temporal adjunct when. 
When can be related to, or construed with, the activity expressed in the matrix 
clause, i.e. 'telling', or with that in the subordinate clause, 'coming'. The trace 
of the moved phrase will indicate which clause the time adjunct modifies. 
(45b) and (45d) suggest the type of answer for each interpretation: 

45a Whellj did you tell her t; [that Bill is coming]? 
45b I told her yesterday that Bill is coming. 
45c WheI1j did you tell her [that Bill is coming t;]? 
45d I told her that Bill is coming tomorrow. 

5 Subject Movement 

In this section we· turn to two problems related to wh-movement from subject 
position. Both phenomena will be described here and will be discussed in 
more detail in chapters 8, 9, 10 and 12. 

5.1 Vacuous Movement 

Let us look at sentences in which the subject is questioned. 

46a .. Who; do you think [t; will arrive first]? 
46b " ''\Vho willr-arrive first? 

In (46a), an example of long subject movement, who has been extracted from 
the subject position of the lower clause, leaving a coindexed trace. In (46b) 
matters are not so obvious. In the literature two contrasting proposals 
have been put forward: it is usually assumed that, by analogy with object 
movement and long subject movement, the subject wh-phrase also moves in 



398 Introduction to Government and Binding Theory 

examples such as (46b). Under this view the S-structure representation of 
(46b) will be (47): 

47 [cp Who; £n. t; will arrive first 11 ? 

In contrast with the long subject movement in (46a), the effect of short 
movement in (46b) cannot be observed on the surface string, t; having no 
phonetic content. Movement transformations whose effects cannot be ob­
served are referred to as instances of vacuous movement. Chomsky (1986b: 
48-54) argu� that the vacuous movement analysis of wh-questions such as 
(46b) may not be the optimal analysis. Apart from a number of empirical 
arguments which we shall not discuss here,14 Chomsky advances an argument 
from language acquisition. The child who is acquiring a language uses overt 
evidence for constructing the grammar and the syntactic representations of 
sentences. The child acquiring English and faced with a sentence like (46b) 
has no overt evidence for assuming that the subject who has moved. An S­
structure like (48) would be equally compatible with the evidence: 

48 [cp £n. Who will arrive first]]? 

We continue to adopt the vacuous movement hypothesis, but will occasion­
ally refer to the alternative proposal (48). 

5.2 The That-trace Filter 

Consider the following examples: 

49a Whom; do you think b that [IP Lord Emsworth will invite t;l]? 
49b Whom; do you think [cp lIP Lord Emsworth will invite till? 

50a ·Who; do you think b that £n. t; will arrive first]]? 
SOb Who; do you think b [IP t; will arrive first]]? 

For most speakerslS there is an asymmetry between the sentences in (49) 
where an object is extracted and those in (50) where a subject is extracted. 

14 We return to the issue in chapter 10. See also Chomsky (1986b: 48-54) and George 
(1980). 

IS There is a lot of idiolectal variation which we shaD not go into here. An interesting 
survey of intuitions is given in Sobin (1987). This paper presupposes chapter 8.  
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In (49) it does not matter whether the head of the lower CP is overtly realized 
or not; in (50) we can only extract a subject from inside a lower clause 
provided there is no overt complementizer. (50a) is ruled out in Chomsky 
and Lasnik (1977) by means of a filter: 

51 That-trace filter 
The sequence of an overt complementizer followed by a trace is 
ungrammatical. 

As it stands, the filter does not explain anything: it merely states that the 
sequence that - t is ungrammatical. In chapters 8, 9, 10 and 12 we shall see 
how a more principled account for the filter can be proposed. Let us consider 
some data which raise problems for (51). 

In Italian the complementizet cbe can introduce a sentence from which a 
subject has been extracted. As shown in the Introduction, this is not evidence 
against the that-trace filter. Recall that subject NPs in Italian may also occur 
post-verbally; it is hence conceivable that cbi in the Italian example (52) is 
extracted from the post-verbal position!' 

52 Italian 
Chi credi che venga? 
who you-think that come (SUB]) 
'Who do you think is coming?' 

Like English, French does not allow the complementizer que to introduce 
sentences from which the subject has been moved. In (53a) we need to replace 
the complementizer que by the form qui. This has come to be known as 
the que-quiiule (Pesetsky, 1981), which we discuss in chapter 8, section 4.1.2. 

53 French 
a ·Qui crois-ni. que viendra? 

who think-you that will-come 
..:�:". 

16 For (52) we cpuld propose the following rough S·structure: 

(i) C� credi [er che [IP e [yp venga tJI1? 
(d. chapter 6, section 3) 

The empty subject position marked by e would be a non-overt expletive. See also 
the Introduction and chapter 8. For a full discussion of the Italian data the reader 
is referred to Rizzi (1982c). 
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b Qui crois-tu qui viendra? 
who think-you 'who' will-come 
'Who do you think will come?' 

In Dutch there is a lot of dialectal variation as indicated by the diacritic %: 
some dialects allow the sequence dat-trace, others do not. 

54 Dutch 
% Wie denk je dat dat boek gekocht heeft? 
who : think you that that book bought has 
'Who do you think has bought that book?' 

Leaving aside the cross-linguistic variation and returning to English, we see 
that the that-trace filter in (51) can also account for the judgements in (55): 

55a I would prefer Bill to come first. 
55b Who would you prefer to come first? 
S5c I would prefer for Bill to come first. 
55d *Who would you prefer for to come first? 

The ungrammaticality of (55d) can be related to the ban on a .sequence 
complementizer-trace: 

55e "'Whoj would you prefer [cp for [IP tj to come first]]? 

6 Bounding Theory 

6.1 Island Constraints: The Data 

Consider (56), an example of wh-movement: 

56 [ep Howj did lIP you say b that [IP Jeeves thinks [cp that lIP Lord Emsworth 
will solve this problem till]]]] . 

The wh-phrase how is moved from inside the lowest clause and ends up in 
the matrix [Spec, CPl. Research initiated by Ross in the 1960s (Ross, 1967) 
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has shown that wh-movement is not unconstrained. In this section we shall 
consider the central data. In later sections we shall provide an analysis of the 
data. 

6.1.1 THE COMPLEX NP CONSTRAINT 

Consider the data in (57). (57a) and (57b) are grammatical, (57c), which is 
closely sinlllar in structure and in interpretation to (57b), is not. 

57a [cp Who; did [IP he see t; last week]]? 
57b [cp Who; did lIP Poirot claim £er that lIP he saw I:; last week]]]]? 
57c ""[Cp Who; did [IP Poirot make lNP the claim £er that lIP he saw t; last 

week]]]]]? 

In the ungrammatical (57c) the wh-phrase, who, is extracted from inside a 
complex NP, an NP whose head N (claim) takes a sentential complement. 
Ross proposes that movement out of a complex NP is blocked. Complex NPs 
are islands for movement. The constraint which bans movement out of a 
complex NP is often referred to as the complex NP constraint, abbreviated 
as CNPC. 

6.1.2 WH-ISLANDS 

Now consider the data in (58): 

58a [CPI How; do lIP you [wthink £er2 that lIPlohn could [vp solve this problem 
tall]]]? 

58b I wonder [cp which problemj lIP John could solve tj this way]]. 
58c .. kPl How; do lIP you [vp wonder [CP2 which problemj CO [IP John could 

[vp solve G t;]]]]]�? 
58d ??£erl Which problemj do lIP you [vp wonder [CP2 how; Co lIP John could 

[vp solve tj I:;]]]]]]? 

--:� ... :. 
In (58a) we extract how from the lower clause and move it to the matrix 
[Spec, CPII analogously to the movement of how in (56) or who in (57b). 
This movement is unproblematic. Equally unproblematic is the movement of 
which problem in (58b): which problem is extracted from the VP-internal 
position and moves to the embedded [Spec, CPl. In (58c) we combine the two 
types of movement: how moves to the matrix [Spec,CP1] and which problem 
moves to the lower [Spec, CP2]. Though each of these movements is in itself 
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legitimate the resulting sentence is ungrammatical. A slightly better - though 
not perfect - result is obtained if we move how to the lower [Spec, CP2] and 
which problem to the higher [Spec, CP1], as shown in (58d). The question 
arises how to account for the degraded status of (58d) and for the 
ungrammaticality of (58c). We will consider some aspects of this question in 
this chapter. For further discussion see also chapters 8, 9 and 12. When we 
compare (58c) and (58d) with the grammatical (58a), (56) and (57b), we 
infer that the presence of the intervening wh-element in the lower [Spec, CP2] 
poses a problem for the movement of a wh-phrase to a higher [Spec, CP1]. 
In order to account for the degraded status of eJQlID.ples such as (58c) and 
(58d) Ross assumes that wh-questions are also islands, i.e. that extraction out 
of wh-questions is problematic. 

. 

6.1.3 ISLANDS 

On the basis of the material in 6.1.1 and 6.1.2 we have identified two types 
of islands for wh-movement: complex NPs; and indirect questions, i.e. em­
bedded CPs introduced by wh-constituents. The latter are referred to as wh­
islands. The fact that Ross Uses the term islands for both types of structures 
suggests that they have something in common, though he himself did not 
offer a unified explanation for the island constraints. The question arises how 
the constructions involving complex NPs and those involving wh-islands can 
be related. We turn to this issue in 6.2. 

6.2 Subjacency 

6.2.1 THE SUBJACENCY CONDmON ON MOVEMENT 

In analyses of wh-movement an attempt has been made to provide a more 
general treatment of Ross' island constraints. This has led to the formulation 
of the bounding theory, another sub-component of the grammar which de­
fines the boundaries for movement and thus determines how far an element 
can be moved. It has been proposed (Chomsky, 1973, and later work) that 
the constituents S and NP are boundaries for movement. In our terminology 
(see chapter 2) S corresponds to IP. This constraint on the distance of move­
ment is known as the subjacency condition: 

59 Subjacency condition 
Movement cannot cross more than one bounding node, where bounding 
nodes are IP and NP. 
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Let us first consider the application of the subjacency condition in a gram­
matical sentence. Consider (56), repeated here as (60a): 

60a £crt Howi did [1Pl you say [en that [1P2 Jeeves thinks [ePJ that £tpJ Lord 
Emsworth will solve this problem ti mm? 

t 1 
At first sight the reader might be tempted conclude that the subjacency con­
dition (59) is violated in (60a): how is extracted from the lower CP and ends 
up in the higher [Spec, CPl], crossing, it would appear (i) the lower IP3, 
(ii) the intermediate IP2, and (iii) the matrix IPt. Condition (59) rules out this 
derivation. However, observe that there is an alternative representation pos­
sible: we do not have to move how in one single step from the lowest clause 
to the matrix domain; the wh-element could also move stepwise: first it moves 
to the lowest [Spec, CP3], then it moves to the intermediate [Spec, CP2] and 
finally it moves to the matrix [Spec, CP1]. We assume that at each interme­
diate step the movement leaves a trace. We shall refer to the traces in between 
the foot of the chain and its ,head as intermediate traces. 

60b £at HOWi did [[Pt you say [en � that � Jeeves thinks [ePJ � that [IPJ Lord 

tL---_STEP_ill -----11 t
'---_

STEP

_

TI 

_

� 
Etnsworth will solve this problem tiJm]]? 

Each of the intermediate steps is an application of wh-movement. Each clause 
(CP) defines a domain of application for wh-movement, a syntactic domain 
in which wh-mo\lement can apply, or a cycle. We say that the movement is 
successive cyclic: it applies in successive cycles, from bottom to top. We have 
seen in chapter 6 that NP movement is also cyclic and also leaves interme­
diate..}races. In general, .it is assumed that transformations are subject to 
cyclia'ijr: all traJisformations that are restricted in application to a lower cycle 
will apply prior to those that involve higher cycles. As the discussion shows, 
a vacant [Spec, CP] serves as a sort of passway for movement: thanks to the 
availability of this vacant position, movement out of the lower clause is 
possible. [Spec, CP] is like an escape hatch. In section 6.2.3 we shall see that 
when the intermediate [Spec, CP] is 6lled this gives rise to subjacency viola­
tions, as movement would then have to cross two consecutive IPs. 
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6.2.2 THE COMPLEX NP CONSTRAINT 

Let us first turn to the data introduced in section 6.1 . 1 .  We have seen that 
extraction out of a complex NP leads to an ungrammatical result. (61a) 
violates Ross' complex NP constraint: 

61a " bl WhO; did [IP2 Poirot make [NP the claim b2 that [IP2 he saw t; last 
week]]]]] ? 

The example violates the subjacency condition. Consider the representation 
of (61b) where we have made maximal use of landing sites available for wh­
movement: 

61b *[CPl Who; did [IPI Poirot make [NP the claim [CP2 t; that [1P2 he saw t; last 

. 

1 / \ 
week]]]] ] ?  

L 

_ _________ S
_

TE __ p_rr ____ � . STEP I I 
Step 1 is legitimate: only one bounding node is crossed, IP2. Step 2 is illegit­
imate: two bounding nodes, NP and !PI, are crossed. Violations of the com­
plex NP constraint are violations of subjacency. 

In our discussion of (6tb) we represent each step of the the derivation of 
the sentence by means of an arrow. This

' 
is done for expository reasons, 

we do not need to rely on the derivational history of this example in order to 
check the subja�ncy condition. The S-structure representation of the sentences 
in itself records effects of movement: traces indicate the vacated positions and 
this includes both the D-structure position of the moved phrase, and the 
intermediate landing sites. By inspecting the distance between the traces in 
terms of bounding nodes we can detect subjacency violations. 

6.2.3 WH-ISLANDS 

Now let us turn to the examples of extraction out of wh-islands, illustrated 
in (58c) and (58d). We repeat them here as (62a) and (62b). 

62a " [CPI How; do lIPI you [vp wonder [CP2 which problel1l; CO [IP2 John could 
[vp solve tj tJ]]]]] ? 

62b ??[CPI Which problel1l; do lIPI you [vp wonder [en how; CO [IP2 John could 
[vp solve tj tJJ]]]J? 
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The problem with both examples is that wh-movement crosses more than 
one bounding node. In (62a), how must move from the position inside IP2 
to the matrix [Spec, CPt] .  It cannot stop in the intermediate [Spec, CP2] be­
cause that is already occupied by the NP which problem. [Spec, CP2] cannot 
serve as an escape hatch for wh-movement. 

The reader might argue that the (62a) could have an alternative derivation 
which might circumvent subjacency. What if we were first to move how suc­
cessive cyclically to its landing site, the matrix [Spec, CPt], and then sub­
sequently move which problem to the lower [Spec, CP2]? Let us go through 
this derivation in some detail. We first move how to the ultimate landing site, 
respecting subjacency: 

62a' *[CPl How; do [IP! you [vp wonder [CP2 t; CO [1P2 John could [vp solve 

tL-� __ 
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Now which problem would have to �ove to the intermediate [Spec, CP2]. 
This movement raises several problems. In (62a') the movement of how in­
volves the lower cycle (CP2) and the hig�er cycle (CPt)  which contains the 
landing site. The subsequent movement of which problem would be restricted 
to the lower cycle, CP2. This means that the movement of which problem to 
the intermediate [Spec, CP2] violates the cyclicity condition. Second, consider 
the intended movement of which problem. It has to be moved to the inter­
mediate [Spec, CP2]. If we allow this movement to take place, we will have 
to obliterate the intermediate trace of how in [Spec, CP2] and the chain between 
the antecedent how and the trace in the base position will be destroyed. 
Again the S-structure representation of (62a) will also register the problem: 
the antecedent how in [Spec, CPt]  will not be locally related to its trace, since 
the wh-phrase in [Spec, CP2], which problem, will interfere and prevent the 
formation of the chain <how;, tj>. 

. . q�� problem which we return to in later chapters is posed by the contrast 
betvireen (62a) ;ind (62b) . Though (62b) is not fully acceptable, it is not as 
degraded as (62a). Anticipating the later discussion, consider that both sen­
tences violate subjacency. In (62a) we extract an adjunct, how, from a wh­
island; in (62b) we extract an argument, the direct object which problem. The 
subjacency violations would account for the degradation in both sentences. 
We return to the adjunct-argument asymmetry in chapters 9, to and t2, 
where we shall see that (62a) violates an additional principle of the grammar. 
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6.3 Subjacency as a Diagnostic for Movement 

Wh-movement is subject to the subjacency condition. Whenever the possible 
linking of an empty position and its antecedent can be seen to be subject to 
this condition we can conclude that wh-movement is involved (cf. van 
Riemsdijk, 1978b). In this section we consider two constructions for which 
a movement analysis has been proposed: left dislocation (6.3 .1 )  and relative 
clause formation ( (6.3.2) and (6.3.3) ) .  Using the subjacency condition as a 
diagnostic we show that a movement analysis is not appropriate for left 
dislocation but that relative clauses are derived by means of wh-movement. 
In section 6.3.4 we see that NP-movement is also subject to the subjacency 
condition. 

6.3.1 LEFf DISLOCATION: MOVEMENT AND COPYING? 

(63 ) illustrates left dislocation: 

63a Simenon, I don't like him. 
63b Simenon, I always wonder when I discovered him. 

In (63a) the NP Simenon is in a sentence-initial position. Let us assume it is 
adjoined to IP (for adjunction see section 3 .4). The pronoun him is coreferential 
with the NP Simenon. One might propose that the NP Simenon IS the D­
structure object of like and that it has been moved to the sentence-initial 
position. The pronoun him would then be interpreted as a pronominal copy 
inserted at the vacated site. 

64a [IP Simenoll; [IP I don't like him;]]. 

A closer look at the examples shows that a movement analysis is in­
appropriate. The distance between Simenon; and him; is not subject to the 
subjacency condition: in (64b) two bounding nodes (!Ps) intervene; indicated 
by #: 

64b Simenoll;, lIP I always wonder [ep when lIP I discovered himJ]]. 
# # 

This leads us to the conclusion that left dislocation is not the result of 
movement. The sentence-initial NP Simenon has not been moved from inside 
IP. We assume that the NP is present in the adjoined position at D-structure. 
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This conclusion is important. So far we have suggested that adjunction 
structures are created by wh-movement. The examples above lead us to the 
conclusion that adjunction structures can be base-generated, i.e. that they 
also occur at D-structure. At this point then, we must reconsider the discus­
sion of phrase structure in chapter 2 and include adjunction structures. The 
X'-schema has to be completed with the phrase structure rule in (65a), where 
the semicolon means that order is irrelevant, allowing both right adjunction 
(65b) and left adjunction (65c): 

65a XP � XP; yp 
6Sb XP � XP-YP 
6Sc XP � YP-XP 

The X'-format can then be summarized as in (66): 

66a XP � XP; YP 
66b XP � Spec: X' 
66c X' � X'; yp 
66d X' � X; YP 

6.3.2 RELATIVE CLAUSES AND WH-MOVEMENf 

Consider the fol�owing example,. with partial brac�eting: 

67 I know lNr the man [cp whom lIP Emsworth will invite]]]. 

(67) contains a complex NP with a relative clause: the head noun man is 
modified by a clause (CP). We focus on the internal structure of the relative 
clause here.,�sed on the presence of a tensed auxiliary (will) and a subject 
NP we propose th:at the relative clause is an IP p�e.�!;g�d by the rellltive 
pronoun_whom-:ahis is strikingly similar to the structure �f ·i�dir�ct ques­
�io�$;;.�t us asf�e .that ��lative dause.�: ��� sentence�\ ��:C!slqand_ t.��.t._� 
relative pronoun wh?m occilpies �Sp��1: S�l,;.N<?te that as a�ximal projec-; tion. 'f/.hom, s;ould only occupy [Spec, CP], C being reserved foilieaa:s�Tlie 
pr�dicate ·of the · relative clause, the verb invite' -needs an internal argument. 
There is no overt element present but by analogy with our analysis of wh­
questions we propose that i1Jvite is followed by a trace whose an�ecedent is 
wh?�:.,The complete S-structtu£ofthe relative dliuse iri (67f 1�\(i8a)}rtd its 
n':structure (68b): ".. ..' 



40.8 Introduction to Government and Binding Theory 

68a b Whom; £n, Emsworth will [vp invite t;]]] ? 
68b b £n, Emsworth will [vp invite whom]]] ? 

The hypothesis is that relative clause formation involves wh-movement. If 
this is correct then the relative clause construction should be s;:;:bject t< >the 
subjacency condition on movement (59). 

69a This is the man whom Emsworth claims that he will invite. 
69b *This is the man whom Emsworth made the claim that he will invite. 

In (69a) long movement is allowed in relative clauses. (69b) is a violation of 
the complex NP constraint. The S-structure representations of the relevant 
NP in the sentences in (69) are given below. 

70.a [NP the man b whomj [IP Emsworth claims b t'j that £n, he will invite 
t;]]]]] 

The violation of subjacency in (69b) will be signalled by means of the dia­
critic # on the brackets. 

70.b '" [NP the man [whomj [IP Emsworth made lNP the claim [t'j that 

t # # I 
£n, he will invite ta]]]]] 

Using the subjacency condition as a diagnostic we find confirmation that 
r�tative clause formation is indeed a result of movement. In chapter 10. we 
;eformulate the subjacency condition in terms of the notion barrier. 

. 

As it stands the S-structure representations in (70.) are not sufficient to 
allow us to interpret the relative clause. (70.a), for example, does not indicate 
that whom; is to be linked to the man. We assume that the interpretation of 
the relative pronoun is achieved through a rule of coindexation where the man 
and whom end up having the same index. This coindexation is used to repre­
sent the fact that the relative clause modifies or is 'predicated of' the man, it 
is a predication mle.17 

17 For a discussion of predication the reader is referred to WilIiams (1980). It is pro­
posed in the literature that the co-indexation rule does not apply at S-structure but 
at the level of logical form, LF, which is discussed in chapter 9. Further discussion 
of the predication rule is found in Chomsky (1982: 92-3) and Safir (1986). 
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6.3.3 RELATIVE CLAUSES AND RESUMPTIVE PRONOUNS 

409 

In the section above we have seen that relative clauses in English are derived 
by means of wh-movement. However, relative clauses need not be formed by 
means of movement. Consider the following examples from French, taken 
from Zribi-Hertz ( 1984). 

71a Voici I'homme; a qui; Marie a parie t;. 
here-is the man to whom Marie has talked 

71b Voici I'homme; que Marie lui; a parie. 
here-is the man that Marie to-him has talked 

72a Voici la maison; a laquelle; Marie pense encore t;. 
here-is the house about which Marie thinks still 

72b Voici la maison; que Marie y; pense encore. 
here-is the house that Marie of-it thinks still 

73a Voici le courrier; qui; t; est arrive ce sOlr. 
here-is the mail which IS arrived tonight 

73b Voici le courrier; qu' i1; est arrive ce soir. 
here-is the mail that-it is arrived tonight 

The (a) examples above illustrate 'standard' French, the (b) examples illus­
trate 'popular' French. The (a) examples are straightforward illustrations of 
wh-movement: in (71a), for instance, the PP a qui is moved to [Spec, CP] and 
binds a trace in its extraction site. The (b) example illustrates an alternative 
strategy for the formation of relative clauses. The relative clause is headed by 
the complementizer que and it contains a pronoun lui which is coindexed (by 
the rule of predication) with the relativized NP I'homme. The pronoun which 
is related to the relativized NP is called a resumptive pronoun. 

English too has a substandard resumptive pronoun strategy for the formation 
of relative clauses. Zribi-Hertz (1984: 27) gives the following example (from 
ChWIlsky, 1982: 1 1 ,  his (8b) ) .  

74 the man who; John saw him; 

(74) differs from the French examples in that the resumptive pronoun him 
is associated with a wh-element in [Spec, CPl . Given that the pronoun 
occupies its base-position, we must conclude that the wh-element must be 
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base-generated in [Spec, CP], i.e. it does not move to that position.18 An 
important consequence of this analysis is that because no wh-movement is 
involved, the subjacency condition should not come into play: 

75 the man who; liP they think b that [IP b when liP Mary marries himJ] then 
everyone will be happy]]] 

The resumptive pronoun him is inside a clause introduced by when. As (76) 
shows, such clauses are wh-islands; we assume when is in [Spec, CP]: 

76 ·the man who they think that [cp when liP Mary marries]] then everyone 
will be happy 

For many speakers of English, the resumptive pronoun strategy is a way of 
overcoming subjacency violations. I' 

77 I am looking for those documents which I can never remember where I 
put them. 

6.3.4 NP-M0VE:�NT . 
If the subjacency condition is a constraint on movement, then we expect it 
will also apply to NP-movement. In (78) the subjacency condition is re­
spected: in (78a) no bounding nodes are crossed; in (78b) one bounding node 
is crossed. 

78a John; was invited t; at Mary's house. 
78b John; seems liP t; to have lost]. 

. 
. 

Now consider the ungrammatical (79a): 

79a liP. "John; seems [CPl that fn.z it is likely 1iP3 t'; to [vp t; win]]]]]. 

John originates as the subject of the lowest clause, IP3, and moves to [Spec, . 
!P1] in the matrix domain. For completeness' sake we add the trace in the 

\8 For French we shall assume that the resumptive pronoun is related to a non-overt 
element in [Spec, CP). Such non-overt elements will be discussed in chapter 8, 
section 4. 

l' For further discussion see Sells (1984) and Zribi-Hertz (1984: 27-8). 



WH-movement 411 

lower [Spec, VP] (cf. the subject-in-VP hypothesis developed in chapter 6, 
section 5), though this will play no role in the discussion: the movement from 
t; to t'; does not violate any principles of the grammar. Following the discus­
sion in this chapter, the ungramrnaticality of (79a) could be interpreted as a 
subjacency violation: the movement from t'; to [Spec, IPl] crosses two 
bounding nodes: 1P2 and 1P3. There is an additional problem with (79a), 
though, which is independent of the subjacency condition. Consider (79b), 
where we have eliminated the subjacency effect: 

79b ·fn.l Johnj seems [CP2 that fn.2 it is believed tj by everyone]]]. 

The movement of John in (79b) does not violate subjacency and the sentence 
remains ungrammatical. In chapter 6, section 4.5.2. we saw that (79b; is 
ungrammatical because the trace of John is not bound in its governing cat­
egory, IP2. In chapter 6 we argued that NP-traces are subject to Principle A 
of the binding theory. In (79a): the governing category of t'; is IP2: 1P2 
contains the trace itself, its governor likely, and a subject, the NP it in [Spec, 
IP2]; t'j is not bound in its governing category. According to our definition 
of chains (chapter 6 ( 105a)) the chain <John;, t;> cannot be formed in (79a): 
John; does not locally bind t;. 

6.4 The Subjacency Parameter 

Consider the following Italian NPs (Rizzi, 1982b: 50): 

80a tuo fratello, a cui mi domando che storie 
your brother, to whom myself I-ask which stories 
abbiano raccontato 
they-have told 
'your brother, to whom I wonder which stories they told' 

80b il solo incarico che non sapevi a chi 
.-:,the only charge that not you-knew to whom 

''' '
avrebberst affidato 
they-would-have entrusted 
'the only charge about which you did not know to whom they would . 
have entrusted it' 

80c la nuova idea di Giorgio, di cui immagino che cosa pensi 
the new idea of Giorgio, of which I-imagine what . you-think 
'Giorgio's new idea, of which I imagine what you think' 
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The English equivalents of (80) are far less acceptable: 

81a  "your brother, to  whom I wonder which stories they told, 
81b  "the only task which you ignore to whom they'd entrust 
81c "George's new idea, of which I can imagine what you think, 

The reader will probably be able to identify the English examples in (81 )  
as  violations of the subjacency condition. In (8 1a), for instance, to whom has 
been extracted out of an embedded question introduced by which stories, 
crossing IFz ,and IP! : 

82 your brother la to whoI11j [IP! I wonder b which storiesj lm they told tj 
# # 

�]]]] 

Apparently this type of extraction is allowed in Italian: omitting irrelevant 
details the S-structure of (80a) is (83) . A cui has crossed IP2 and !P., without 
any harm. 

83 tuo fratello b a cuij lIP! mi domando b che storiej lIP2 abbiano raccontato 
tj �]]]] 

One possibility would be to claim that the subjacency condition is lan­
guage-specific, like me doubly filled COMP filter, and does not apply in 
Italian. If this were true one would equally expect that extraction out of any 
type of indirect question and out of complex NPs is freely possible, contrary 
to fact (example from Rizzi, 1982b: 51 ) :  

84 "tuo fratello, b a cuij [IP temo [NP la possibilicl [ep t'j 
your brother to whom I fear the possibility 
che lIP abbiano raccontato � tutto]]]]] 
that mey-have told everything 

Rizzi's proposal to account for the example given here is NOT that 
subjacency is irrelevant for Italian. Rather he proposes that the bounding 
nodes are parametrized, i.e. that different languages may have different bound­
ing nodes. While we assume that in English NP and !P are me relevant 
bounding nodes, for Italian bounding nodes would be NP and CP. On the 
basis of mis proposal the grammaticality of (80) follows: in each of the 
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examples only one CP has been crossed (see (83)). The ungrammaticality of 
(84) is also predicted. In (85) we indicate the relevant bounding nodes by the 
diacritic 4#: 

85 *tuo fratello, [cp a cui; b temo [NP la possibilita [cp t'; che [IP abbiano 

raccontato 1:; tutto]]]]] 
4# 4# 

In (85) the pp a cui ('to whom') originates in the lowest clause: it is the 
complement of raccontare ('tell'). It is first moved to the lowest [Spec, CPl, 
and then it has to move across CP and across NP, crossing two bounding 
nodes. 

The subjacency parameter is one of the earliest formulated in the present 
theory.20 

7 Binding Theory and Traces of Wh-Movement 

7.1 Typology of NPs 

In the discussion of wh-movement it has become clear that some Of the wh­
traces (86) have the status of NPs: 

86a Whom; will Lord Emsworth invite t;? 
86b Which detectives; do you expect [t; to admire themselves most] ? 

The trace in (86a) occupies a position normally taken by an NP, it is case­
marked by the verb and it is assigned a theta role. In (86b) the trace binds 
a reflexive with which it shares features of person, number and gender. If 
these wh-traces are NPs,21 the next question is how they behave with respect 
to the BT. Or to put it differently: what type of NPs are those traces? In 
chapter 4 we identified four NP types based on the features [± Anaphor] and 
[± Pfdnominal]} 

.,. 

20 For a discussion of the subjacency parameter in French the reader is referred to 
Sportiche (1981). Further discussion of the Italian data is found in Rizzi (1982b). 
For various modifications of the parameter see also Chomsky (1986b) and chap­
ters 9 and 10. 

21 Clearly, traces of PPs, for example, will not have the status of NPs but rather that 
of PPs. 
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87 Typology of NPs 

Type 

[+Anaphor. -Pronominal] 
[-Anaphor. +Pronominal] 
[-Anaphor. -Pronominal] 
[+Anaphor. +Pronominal] 

OVERT 

anaphors 
pronouns 
R-expressions 

NON-OVERT 

NP-trace (chapter 6) 
? 
? 
PRO (chapter 5) 

We have as�imilated NP-traces with anaphors. Could we do the same for 
wh-traces? At first glance one might wish to say yes. After all, wh-traces need 
a c-commanping antecedent. But a more careful analysis shows that the 
answer is 'No'. The moved wh-constituent is coindexed with its trace and c­
commands it. Since the wh-constituent is in an A'-position, it does not A-bind 
its trace. We have said (section 3.5) that the moved wh-constituent A'-binds 
its trace. The binding theory developed in chapter 4 is about A-binding, i.e . ...­
binding from an A-position, and says nothing about A'-binding. The reader 
can verify for himself that the wh-trace is not A-bound by anything in its GC 
in the examples above. 

We do not dwell too long on the question whether the wh-trace is like the 
null element PRO, discussed in chapter 5. It must be clear that the wh-trace 
is governed and PRO must not be governed. 

Is the wh-trace then like a pronoun? Principle B of the binding theory says 
that pronominal elements must be free in their GC. In other words a pronoun 
may be bound by something outside the Gc. If wh-traces were like pronouns 
they should have the same distribution. Let us try to construct an example: 

88a The detective; thinks [that [JP he, likes Bill best)]. 
88b ""Who, does the detective; think [t'j [JP t ,  likes Bill best)] ? 

In (88a) the pronoun he is allowed to be coreferential with the NP the de­
tective, since the latter is outside its GC. In (88b) the lowest trace of who; 
occupies the position filled by the pronoun he in (88a). But in (88b) the natural 
answer is not that 'the detective thinks that he himself likes Bill best', i.e. that 
the NP the detective can be coindexed with who and consequently with the 
trace of who; t; and the NP the detective must not be coreferential in (88b). 
If the trace of wh-movement were like a pronoun then the facts would be 
rather hard to explain. 

Last but not least we turn to the final option: what if wh-traces were like 
R-expressions? Following Principle C of the binding theory they would have 
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to be free everywhere. A brief look at the data above confirms that this is 
indeed the right answer. The fact that the trace of who in (88b) cannot be 
bound by the detective follows directly. The example is structurally parallel 
to (88c). 

88c "Hei thinks [that [IP John; likes him best]]. 

We can now identify one more null element in the table above: wh-traces 
are like R-expressions: 

89 Typology of NPs 

Type 

[+Anaphor. -Pronominal] 

[-Anaphor. +Pronomina/] 

[-Anaphor. -Pronominal) 

[+Anaphor. +Pronominal) 

OVERT 

anaphors 

pronouns 

R-expressions. 

NON-OVERT 

NP-trace 
? 
wh-trace 

PRO 

In the discussion we have distinguished the concepts A'-binding from A­
binding, and A'-bound from A-bound. If we wish to refer to 'any' binding we 
can ·use the terms X-binding or X-bound. Traces must be X-bound. 

By
·
··way of summary, let us look at some examples of movement in order 

to see how the binding theory applies. 

90a Who do you think is believed to be the best detective? 
90b "Poirot seems is the best detective. 

We invite the reader to provide the S-structure and the D-structure for these 
examples before continuing to read. The sentences in (90) have S-structures 
(91a) and (9tb) respectively: 

91a �'\vhOi do � you think £er t" i  [IP t'i is believed [ti to be the best detec­
tive]]]]? 

91b "POiroti seems [ep t'i [IP ti is the best detective]]. 

(91a) contains a combination of NP-movement and wh-movement. ·Who; 
originates as the subject of the lower infinitival clause. Being caseless - be­
lieved is passive - who moves to the subject position of the higher clause 
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where it is assigned NOMINATIVE case. (In passing we draw the reader's 
attention to the fact that it is quite possible, as in (91a), that a wh-constituent 
undergoes NP-movement.) From this subject position who; is then wh-moved 
to the matrix [Spec, CPl, via the intermediate [Spec, CPl. The trace in the 
subject pOl'ition of the infinitival clause has all the properties of an NP-trace: 
it is caseless, it is A-bound and like anaphors it is bound in its governing 
category. The trace in the subject position of is believed is a trace of wh­

- movement: it has case, it is A'-bound and so, like R-expressions, it is not A­
bound. 

Let us turn to the ungrammatical (90b), whose S-structure is given in 
(91b). The idea is here that the NP Poirot; moves from the lower subject 
position of a finite clause to the subject position of the matrix clause VIA the 
intervening specifier of CP where it leaves an intermediate trace. The lower 
trace in the subject position of is has case and thus to all appearances is a 
trace of wh-movement. The lower trace is A'-bound from the intermediate 
[Spec, CPl : it is the foot of an A'-chain. The analysis implies that NPs can 
undergo wh-movement, a possibility independently allowed as we discuss in 
section 8.1 .  Admitting this possibility for the moment without further discus­
sion, the representation (91b) is still problematic: the lower trace, being like 
an R-expression, must be free. In the example it is bound by the NP Poirot; 
in an A-position, the subject position of seems. (91b) violates the binding 
theory. Movement which goes from an A-position to an A'-position and back 
to an A-position is often referred to as improper movement.22 

Let us briefly consider another derivation for (90b): take the S-structure 
representation (92), where we assume that the NP Poirot; moves directly from 
the lowest subject position to the matrix position, leaving a coindexed trace. 

92 >om. Poirotj seems la [IP tj is the best detective]]]. 

The trace in (92) is assigned NOM1NATIVE by the finite INFL of is, so we 
conclude that it is a wh-trace. There are two problems with this derivation. 
First, a wh-trace should have an antecedent in an A'-position, which is not 
the case in (92), and second, it should not be A-bound, which it is. On the 
other hand, suppose we were boldly to ignore the case diagnostic and assume 
t; is an NP-trace. We only do this to our detriment. An NP-trace is subject 
to Principle A of the BT: it must be bound in its Gc. The GC is the lower 
finite clause (see chapter 4 for the definition of the GC and for the role of 
AGR in particular) and clearly the trace is not bound there. Whatever syn­
tactic representation we imagine for (90b) it will violate some principle of 

22 The term is from May (1985). 
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our grammar. (90b) has no legitimate syntactic representation and is 
ungrammatical. 

7.2 Crossover 

In the literature2J the following examples have received a lot of attention (cf. 
(88b) ) :  

93a ""Whoi does hei think t i  left? 
93b *Whoi does hei think you saw ti? 
93c *Whoi does hei see ti? 

The ungrammaticality was at one time attributed to the fact that wh­
movement moves a constituent across a c()indexed pronoun. It was proposed 
that these examples are ruled out by the so-called leftness condition, refor­
mulated here for expository reasons (Koopman and Sportiche, 1982: 140) 
and illustrated in (94b): 

94a Leftness condition 
A wh-trace cannot be coindexed with a pronoun to its left. 

94b ""Whoi does hei think ti left? 

t I 
The ungrammatical examples in (93) are usually described as illustrating 
strong crossover (SCO).24 It is clear that such examples can also be explained 
in terms of the discussion in section 7.1 :  in all instances the wh-trace will be 
A-bound. 

Now consider the contrast in (95). An example such as (95b) is referred 
to as weak crossover (WeO) .  The term is chosen because the ungrammaticality 
is less strongly felt than that illustrated in (93). 

r 
95a Whoi loves hisi mother? 
95b "Whoi does hisi mother love �? 

13 See Koopman and Sportiche (1982: 148) and the references cited there. 
14 A first discussion of crossover is found in Postal (1971) .  This work is written in 

a pre-Government and Binding framework but it anticipates a lot of current 
discussion. 
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The contrast in grammaticality between the sentences in (95) can also be 
explained by the leftness condition (cf. Koopman and Sportiche, 1982: 140). 
The contrast in (95), however, does not follow from the BT. In (95b) the 
trace is not A-bound: the pronoun his does not c-command, hence does not 
bind, the wh-trace. We conclude that SCO follows from the binding theory 
but WCO does not. One proposal is to maintain the leftness condition. This 
will rule out both the examples in (93) and (95b). However, there is then 
some redundancy in our theory since (93) is ruled out both by the binding 
theory and by the leftness condition. The leftness condition and the BT do 
the same job in (93), this suggests that one of the two is superfluous. Restrict­
ing the leftness condition for WCO seems an ad hoc solution.IS 

8 Movement to the Right in English 

So far we have discussed only leftward movement of constituents in English: 
NP-movement takes a constituent to a c-commanding [Spec, IP] and wh­
movement takes an element to a c-commanding [Spec, CP]. In this section we 
illustrate two instances of rightward movement, known as heavy NP-shift 
and PP-extraposition from NP. We shall see that these two are instances of 
wh-movement. Our discussion will entail that the term wh-movement is to be 
interpreted as movement to an A'-position. 

8.1 Heavy NP-shift 

In chapter 3 we discussed case assignment in English. On the basis of exam­
ples like those in (96) we postulated an adjacency constraint on ACCUSA­
TIVE assignment. 

96a Poirot speaks English badly. 
96b "Poirot speaks badly English. 
96c Bertie drinks whisky every night. 
96d *Bertie drinks every night whisky. 
96e Jeeves introduced him to the guests. 
96£ *Jeeves introduced to the guests him. 

25 For an alternative analysis of weak crossover, the reader is referred to Koopman 
and Sportiche (1982). Further discussion of crossover and relative clauses is found 
in Safir (1986). See also Lasnik and StoweU (1991). 
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Cenain examples seem to provide counterevidence for the adjacency require­
ment on case assignment in English: 

97a Jeeves introduced to the guests [NP the famous detective from Belgium]. 
97b My doctor told me to drink every night [NP two glasses of mineral water 

with a slice of lemon]. 

The bracketed NPs in (97) are internal arguments of the verbs (introduce 
and drink respectively); they are directly theta-marked. Theta theory specifies 
that direct theta-marking is achieved under government. At S-structure the 
relevant NPs should be made visible by case. In order to account for the them­
atic relations between the verbs and their complements we assume that the 
sentence-final positions of the NPs in (97) are derived positions and that the 
D-structure of these sentences is as in (98): 

98a Jeeves [v' introduced [NP the famous detective from Belgium]] to the 
guests. 

98b My doctor told me to [v' drink [NP two glasses of mineral water with 
a slice of lemon)) every night. 

The S-structure of these examples will be (99): 

99a Jeeves [vp [yp [v' introduced tj to the guests] IN,. the famous detective from 
Belgium]]). 

I 

99b My doctor told me to [vp [vp [v, drink t;] every night] [NPj two glasses of 
mineral water with a slice of lemon)). 

The question that arises is how to characterize the rightward movement 
of the object NP: is it A-movement or is it A'-movement? Recall that A­
movement is movement to an A-position, and is exemplified by NP-movement 
in raising and passive sentences; A' -movement is movement to an A' -position 
and is;.:exemplified by wh-movement in interrogative and relative clauses. 

As is standard by now, we assume that movement leaves traces. At first 
sight it might appear that the rightward movement of the NP in (99) is NP­
movement, i.e. A-movement, and leaves an NP-trace: after all, the moved 
constituent is an NP� This would mean that the chain created by the move­
ment of the NP in (99) is an A-chain, i.e. a chain whose head is an A­
position. Two problems arise. First, the traces which constitute the foot of 
the chain in (99) are case-marked by the verb. NP traces are ordinarily not 
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assigned case. In addition, if the movement is A-movement, then the landing 
site of the movement must be an A-position. A-positions are positions in 
which arguments occur, they are positions which are assigned grammatical 
functions, i.e. the object position and the subject position. On the basis of 
this definition it is hard to see how the landing site of the rightwardly moved 
NP could be an A-position. Another property of A-movement as instantiated 
by NP-movement is that it substitutes an NP for an empty position. NP 
movement in passive sentences, for instance, moves an object NP into a 
subject position, raising moves a subject NP of a non-finite clause into the 
subject position of a higher clause. In both cases we assume that the subject 
position [Spec, JP] is generated in the base and then filled by the moved 
constituent. But it is hard to see how to motivate a base-generated sentence­
final position which could become the landing site for the rightward movement 
of the NP in (99). There is no motivation to postulate a sentence-final po­
sition which can host the moved NP, whether this position be categorially 
specified as an NP position, or categorially unspecified. We conclude that the 
NP is moved to a position created for it. In other words the moved NP is 
adjoined. (See the discussion of adjunction in connection with structure 
preservation in chapter 6; and also section 3.4 above.) Let us assume that the 
moved NP is adjoined to VP producing a structure like in (lOO): 

100 VP 

VP 

I 
V' NPj 

� 
V' NP 

r l  
drink every 

night 
two glasses of 
mineral water with 
a slice of lemon 

The moved NPj c-commands its trace, a desirable result since we have seen 
that both NP-traces and wh-ttaces are c-commanded by their antecedents. 
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Obviously, the adjunction analysis is incompatible with the hypothesis that 
the chain <NP;, t;> is an A-chain. The adjoined position is an A'-position. We 
conclude that the chain created by the moved NP in our example is like the 
chain created by wh-movement. The trace is A' -bound. That the trace is 
assigned case is as expected. 

If the empty category in the object position in (100) is indeed a trace 
created by movement - our hypothesis - then the link with its antecedent 
should be subject to the subjacency condition on movement. This is easy to 
check. In ( 101 )  we see that rightward movement of NPs must not cross more 
than one bounding node: NP; crosses its containing IP and in addition an NP­
node and the result is ungrammatical: 

101 * lNP  The man [cp whoj U, � drinks t; every night]]] bothers me lNP; two 
glasses of mineral water with a slice of lemon]. 

We may wonder why the object NPs in (96) cannot be adjoined to the VP. 
What distinguishes the grammatical examples from the ungrammatical ones 
is that the moved NP in the grammatical examples is rather heavy. Appar­
ently the adjunction of object NPs to the VP is only admitted with heavy 
NPs. A precise definition of the concept of heaviness has not been formulated 
but the intuitive idea is clear. Rightward movement of NPs as exemplified in 
(97) is called heavy NP-shift.26 

26 Not every reordering of complements is necessarily due to A'-movement of the 
object. For some examples the reader is referred to Belletti and Shlonsky (forth­
coming). These authors show that the variation in word-order V - pp - NP in the 
Italian examples in exercise 9 in chapter 6 is obtained via two distinct derivations. 
The pattern in (ib) is derived by rightward movement of the object; while that in 
(iib) is derived by leftward movement of the PP. 

(ia) ?Ho dato fNp un libro che mi avevano consigliato la settimana scorsa) [pp a 
Gianni) . 
have given a book that me they-had suggested last week to Gianni 

(ib) Ho dato [pp a Gianni) IN, un libro che mi avevano consigliato la settimana 
scorsa) 
have give to Gianni a book that they me had advised last week 
'I gave a book to Gianni which they had suggested to me last week.' 

(iia) Gianni ha messo fNp tee libri) [pp sulla tavola) 
Gianno has put three books on the table 
'Gianni has put three books on the table.' 

(iib) Gianni ha messo [pp sulla tavola) [NP tee libri) 
Gianni has put on the table three books 
'Gianni has put on the table three books.' 
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8.2 PP-extraposition from NP 

In the examples below we concentrate on the bracketed NPS:27 

102a I read [NP a description [pp. of Hockney's latest picture]] yesterday. 
102b 1 read [NP a description] y�sterday [pp. of Hockney's latest picture]. 

I 

The sentences in (102) are paraphrases. The bracketed pp is the complement 
of the head N description. We shall assume that the D-structure of the ex­
amples corresponds to (102a) and that the surface order of (102b) is derived. 
The PP;, of Hockney's latest picture, has been moved out of the NP and is 
adjoined to the right. Movement of constituents out of NPs is referred to as 
extraposition: PP; is extraposed from the object NP. 

Let us assume that extraposition leaves a coindexed trace and that the 
extraposed constituent must c-command its trace. Analogously to the discus­
sion of heavy NP-shift above it would not be reasonable to argue that the 
moved pp is inserted in an unfilled pp position. As before we would have a 
hard time motivating that such a position is projected at D-structure. We 
conclude that the pp must be in an adjoined position. 

Assuming that the extraposed pp in (102b) is in a derived position as a 
result of movement, we expect the subjacency effects illustrated in ( 103): 

103 " [NP1 A translation [pp of [NP2 a description t;] 
# 

Hockney's latest picture] . 

] has appeared [pp; of 
# 

If PP; is to be construed with the N description then it would have been 
extraposed out of NP2 and subsequently out of NP1• This is not a possible 
construal. 

8.3 Conclusion 

In this section we illustrate two types of rightward movement: heavy NP shift 
and extraposition from NP. Both movements are assumed to involve adjunction 
of the moved constituent to a maximal projection; these examples illus­
trate A: -movement. The moved element moves to an A' -position, its trace is 

27 For discussion of extraposition from NPs see, among others, Coop mans and 
Roovers (1986), Gueron (1980) and Rochemont (1978) .  
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case-marked and A'-bound, the moved element and its trace form an A/­
chain. These data show that A' -movement does not necessarily involve wh­
constituents, and that the movement of an NP is not necessarily A-movement. 

9 Summary 

This chapter discusses the properties of wh-movement, an instantiation of 
A'-movement. A'-movement moves a constituent to an A'-position, leaving a 
coindexed trace in the base position. Typically wh-movement is involved in 
the derivation of interrogative sentences where a wh-constituent moves to [Spec, 
CP].  It is also involved in the formation of relative clauses. We have seen that 
A'-movement may also affect NPs, as is illustrated in heavy NP-shift, or post­
nominal modifiers as is seen in extraposition from NP. A'-movement is either 

done by substitution (to [Spec, CP] )  or by adjunction (heavy NP-shift, extra­
position from NP). 

Wh-movement is subject to the subjacency condition on movement: 

1 Subjacency condition _ 

Movement cannot cross more than one bounding node. 

The bounding nodes are subject to parametric variation. In English IP and 
NP are bounding nodes; in Italian CP and NP are bounding nodes. 

In addition we discuss two filters which both involve the content of C: 

2 Doubly filled COMP filter 
When an overt wh-phrase occupies the Spec of some CP the head of that 
CP must not dominate an overt complementizer. 

3 That-trace filter 
The sequence of an overt complementizer followed by a trace is 
ullgrammatisal. 

r 

These filters are language-specific. 

Traces of NPs which are wh-moved are characterized as [-anaphor, 
-pronominal] and are subject to Principle C of the binding theory. 

In our discussion we have also paid attention to adjunction structures, 
illustrated in (4): 
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In (4) yP is adjoined to XP!. Adjunction may arise from movement as in 
heavy NP-shift. Left-dislocation structures suggest that adjunction structures 
may also be base-generated. We have now extended our phrase structure 
rules to allow for adjunction: 

Sa XP ----:---+ XP; yp 
Sb XP ----:---+ Spec; X' 
Sc X' ---+ X'; yP 
Sb X' ---+ X; YP. 

The relation between the adjoined element and the phrase to which it is 
adjoined has led us to redefine the notion dominance and also to introduce 
the concept exclusion: 

6 Dominance 
A is dominated by B only if A is dominated by every segment of B. 

7 Exclusion 
B excludes A if no segment of B dominates A. 

10 Exercises 

Exercise 1 

Discuss the motivation for the intermediate traces in the following 
representations: 

1 a .  Who, does the detective think [cp 1', that ['P he likes t, best]]? 
1 b  Who, does the detective think lCP 1', Lp t, likes him best]]? 
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Exercise 2 

Consider the following sentences, some of which we have already 
given in the exercises to the Introduction of this book. 

1 ?Which man do you wonder when they will appoint? 
2 *Who do you wonder which present will give? 
3 ??Which present do you wonder who will give? 
4 ??Which man do you wonder whether John will invite? 
5 *Which man do you wonder whether will invite John? 

6 *Which man do you wonder what will give to John? 
7 *Which man do you wonder when will invite John? 

Although none of the sentences above is entirely acceptable to all 
native speakers, the degree of unacceptability varies. A sentence 
with an asterisk is worse than one with a question mark. Try to 
account for the relative unacceptability of these sentences using the 
concepts developed in chapter 7. When discussing these sentences 
you should first of all determine their syntactic representations, 
D-structure and S-structure. Then you should try to identify which 
principle or principles are violated. 

. 

In your analysis you will no doubt discover that the extraction of a 
subject wh-constituent is consistently more difficult than that of an 
object. This type of asymmetry VIIas d�s� in terms of the that­
trace filter. From the analysis of the examples above try to check 
whether the filter as formulated in the chapter is adequate and if not, 
try to reformulate it. In subsequent chapters we shall return to exam­
ples such as those above. 

If you are a native speaker of a language other than English then 
check how translations of examples like those above fare in this 
language. 

Exercise ·3 

I n  section 6.3. 1 we have seen that an analysis of left dislocation in 
terms of movement and pronoun insertion is not consistent with our 
present version of the grammar. A structure that closely resembles 
left dislocation is topicalization: 
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1 a Detective stories, I have never liked them. 
1 b Detective stories, I have never liked. 

(1 a) illustrates left dislocation, (1 b) topicalization. On the basis of the 
example above and of the examples given below try to decide whether 

a movement analysis would be adequate to account for topicalization: 

2a ?Detective stories, I wonder if he likes. 
2b �Detective stories, I wonder who reads. 
2c *Detective stories, I don't believe the rumour that they will ban. 
2d *Detective stories, I don't like linguists who read. 

2e Detective stories, I expect will be quite successful. 

2f *Detective stories, I expect that will be successful. 

2g *Detective stories, I wonder if will be successful .  
2h *Detective stories, I wonder when will be successful.  

Exercise 4 

Discuss the derivation (D-structure, S-structure and the various 
principles that determine them) of the follOwing sentences: 

1 Which detective do you think will invite Miss Marple? 

2 This is the author whom I like best. 
3 Which detective will be invited next week? 
4 These are stories which are believed everywhere. 

5 Which detective do you think seems to be nlcest? 

6 Which ships will the enemy sink first? 
7 Which ships do you think will sink first? 
8 Which sailors do you think will arrive first? 

Exercise 5 

Compare the properties of NP-movement and wh-movement on the 
basis of section 2.3 in chapter 6, where we discuss the properties of 
NP-movement. Make a list of similarities and differences between 
A-chains and A' -chains. This exercise prepares you for the next 
chapter. 
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Exercise 6 

Consider the application of the binding theory in the following 

examples: 

Which pictures of himself will John sell? 

2 Which pictures of each other do you think that your parents 
prefer? 

3 Those are the pictures of himself which John likes best. 
4 Every picture of him, John likes. 

Do examples like these produce evidence for Belletti and Rizzi's 
(1 988) proposal that Principle A can be satisfied either at D-structure 

or at S-structure? We return to these data in chapter 9. 

Exercise 7 

Consider the application of the binding theory in the fol lowing 
examples: 

1 Which pictures of himselfl will Johnl sell? 
2 Which pictures of each otherl do you think that your paren� 

prefer?
' 

3 Which pictures of himselfl does Johnl think that Jane will sell? 
4 Which pictures of himselfl does Jane think that Johnl will sell? 
5 Criticize h imselfl Johnl never will. 

6 Criticize himselfl Mary never thought that John, WOUld. 
7 *Criticize himselfi Johnl never thought that Mary WOUld. 
8 Joh" wondered which pictures of himselfl Mary liked. 

Do the examples above provide support for Belletti and Rizzi's (1988) 
<-:; claim that Principle A can be satisfied either at D-structure or at S­

structure"1 We retum to examples like the ones above in chapter 9. 

Exercise 8 

How can the grammaticality judgements of the following English 
examples be accounted for? 
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1 "·Which book did you wonder when would be published? 

2 "Who did Poirot tell you why he had interviewed? 

How could we account for the fact that (1 ) is worse than (2)? 
Consider the following data from Italian (Rizzi, 1 982b: 54-6). Can 

the subjacency parameter discussed in section 6.4 account for them? 

3 Non so proprio chi possa avere indovinato a chi 
not know really who could have guessed to whom 

affidero questo incarico 
I ' ll-entrust this task 
'I really don't know who might have guessed to whom I will 

entrust this task.' 
4 "Questo incarico, che non so proprio chi possa avere 

this task, which not know really who could have 
indovinato a chi affidero, mi sta creando un sacco 
guessed to whom I'll-entrust, me is giving a lot 
di grattacapi. 
of trouble 
'This task, which I really don't know who might have guessed to 
whom I'll entrust, is giving me a lot of trouble. '  

5 1 1  mio primo libro, che credo che tu sappia a chi 
my first book, which I-believe that you know to whom 
ho dedicato, mi e sempre stato molto caro. 
I-have dedicated, to-me is always been very precious 
'My first book, which I know that you know to whom I have dedi­
cated, has always been very dear to me.' 

6 *11 mio primo libro, che so a chi credi che abbia 
my first book, which I-know to whom you-think that I-have 
dedicato mi e stato sempre molto caro. 
dedicated, to-me is been always very dear. 

Jaeggli (1 981 : 1 70) gives the follOwing Spanish data: 

7 *el unico encargo que no sabias a quien iban 
the only task which you didn't-know to whom they-would 
a dar 
give 

8 *A quien no sabias que le regalaron? 
to whom didn't you-know what they-had-given 
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9 *tu hermano. a quiEln me pregunto que historias le habran 
your brother. to whom I-wonder what stories they have 
contado 
told. 

Assuming that the bounding nodes for subjacency may be 
parametrized (along the lines suggested by Rizzi 1 982b). would the 
data above suggest that the bounding nodes in Spanish are like in 
English or like in Italian? 

Exercise 9 
. 

In section 5.1 we discussed the vacuous movement hypothesis for 
subject extraction. Consider the following examples from Chomsky 
(1 986b: 50. example (1 09)). According to Chomsky (1 ) is more ac­
ceptable than (2). Would this contrast in grammaticality be relevant 
to the discussion in section 5.1 ?  

1 He is the man to whom I wonder who knew which book to give. 
2 He is the man to whom I wonder who John told which book to 

give. 

In chapter 5 (section 3.3) we discussed the position of whether as 
being possibly in [Spec. CPJ. According to Chomsky (1 986b: 50). 
example (3) (his (1 1 0)) is more acceptable than (2) above. 

3 He is the man to whom I wonder whether John told us which 
book to give. 

Does this throw any light on the discussion in chapter 5? 

,r 
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Introduction and Overview 

Chapters 5-7 introduced three types of non-overt NPs, PRO, NP-trace and 
wh-trace, and at this point it is useful to take stock of the various properties 
that we have attributed to these non-overt or null elements. 

The first part of this chapter provides a survey of our discussion and extends 
our analysis of the properties of null elements. We introduce a principle to 
constrain the occurrence of traces: the empty category principle. 

In the second part we complete our inventory of null elements. We discuss 
evidence for a fourth null element, the zero pronoun pro. We also discuss the 
null operator and illustrate its use in English and in Portuguese. 

Since much of this chapter is a revision and extensio� of the preceding part 
of the book, the reader should find this a relatively straightforward chapter 
which enables him to consolidate his knowledge and prepares him for the 
subsequent part of the book in which we shall further develop the grammar 
which we have been elaborating. 

Section 1 contains an inventory of the empty categories discussed so far. 
Section 2 discusses the licensing of empty categories and the empty category 
principle. In section 3 we deal with the null element pro. Section 4 discusses 
non-overt antecedents of wh-traces and section 5 deals with the parasitic gap 
phenomenon. 

1 Null Elements in English: Recapitulation 

The null elements introduced so far are exemplified in (1 ). (la) illustrates 
PRO, (lb) illustrates NP-trace, and (lc) illustrates wh-trace. 

la ��lohnj wop1d prefer very much [[PROj to invite Bill]] .  
1 b [IP Billj will be invited tJ. 
lc [cp Whomj would [IP John prefer [cp t'j for [IP us to invite tJ]]]? 

The three null elements illustrated here all have an $-structure antecedent, an 
NP with which they are coindexed, but the status of PRO is quite distinct 
from the status of traces. And similarly, NP-trace and wh-trace can be 
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differentiated. Let us recapitulate some of the distinctions between the null 
elements here. 

1.1 D-structure Representations 

D-structure is a representation of the argument structure and the thematic 
relations of the sentence.l The D-structures corresponding to the S-structures 
in ( 1 )  will be as in (2): 

2a b Jolui; would prefer very much b [IP PROj to invite BillnV 
2b [IP e will be invited Bill] . 

2c [er [IP John would prefer fer for b us to invite whom]]]] ? 

The D-structures (2b) and (2c) encode the underlying positions of the arguments 
Bill and whom respectively. The S-structures (lb) and ( lc) illustrate the effect 
of the transformation move-a: Bill in (lb) and whom in (lc) have been moved, 
leaving a trace. Two comments are in order with respect to the examples. In 
( lc) there is also an intermediate trace in the specifier position of the lower 
CP. We need to postulate this trace in order to guarantee that the subjacency 
condition is observed (see chapter 7, section 6). We discuss the status of 
intermediate traces in chapters 9 and 10. In the D-structure (2b) the empty 
subject position indicated by e is generated because of the EPP. 

Let us turn to (la) and (2a) which illustrate the occurrence of PRO. In (2a) 
we see that PRO is a D-structure null element. This is an important feature 
distinguishing PRO from the traces in (lb) and (lc) which arise at S-structure 
as a result of movement. 

The reader should find it easy to work out for himself why PRO must be 
present in the D-structure representation (2a). Let us follow the procedure we 

I Several authors argue against the distinction between D-structure and S-structuce 
(Brody, 1993b; Chomsky, 1992; Zubizarreta, 1987). 

2 Under the hypothesis that all NPs in [Spec, JP] are derived subjects and that the 
base-position of external arguments is [Spec, VP] (chapter 6, section 5), PRO will 
be base generated in [Spec, VP] and moves to [Spec, JP] at S-structure. (2a) would 
then be replaced by (ia) and the S-structure (la) would be represented more accu­
rately as (ib), where PRO has undergone NP-movement and leaves a co-indexed 
trace in [Spec, VP]: 

(ia) [IP John would prefer very much [CI' lw e to [yp PRO invite Bill])]]. 
(ib) Lp John; would prefer very much [Cl' b PRO; to [yp tj invite Bill]]]] . 

Observe that the basic contrast between traces and PRO still holds: PRO is present 
at D-structure. 
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have adopted for determining D-structure. In (1a)/(2a) there are two verbs: 
prefer and invite. Both are two-place predicates requiring an external and an 
internal argument. 

. 

Given the projection principle, which holds at each syntactic level, the 
theta roles must be assigned, hence the arguments must be present, both at 
D-structure and at S-structure. At both levels of representation prefer theta­
marks the NP John indirectly and the clausal complement (CP) directly. Invite 
theta-marks PRO indirectly and Bill directly. 

PRO is present at D-structure and has its own theta role, independently 
from the theta role of its antecedent, John. The position in which PRO is 
generated at D-structure is a theta-position. The antecedent of PRO, John, also 
has a theta role. 

1.2 Identification of Null Elements 

A consideration of thematic properties of null elements helps us to identify 
the type of zero element we are dealing with: PRO or trace. So far our dis­
cussion suggests that D-structure null elements with thematic roles could only 
be PRO (but see section 3 below for a discussion of pro), traces being an S­
structure phenomenon by definition. 

At S-structure a null element with -an antecedent may be either PRO or 
trace. If the antecedent and the non-overt element each have a theta role, the 
non-overt category will be identified as PRO. If the antecedent and the null 
element share a theta role the null element will be identified as a trace. 

Since PRO has its own theta role it may also appear without an antecedent: 

3a lcP rn. PRO to invite Poirot]] would be a mistake. 
3b lcP [wo PRO to shave myself now]] would be painful. 

1.3 Government 

In chapters 4 and 5 we discussed the status of the null element PRO and on 
the .basis of the binding theory we deduced that this element must be 
ung6�erned. Iq:"both (la) and (3) PRO is ungoverned: CP is a barrier protect­
ing PRO from government (but see the discussion in chapters 9 and 10 for 
modification of this proposal) . 

Let us turn to the traces in (lb) and ( lc). We ignore the intermediate trace 
in ( lc), to which we return in chapter 9. The traces in ( lb) and ( lc) are 
governed by the verbs, invited and invite respectively. In section 2 below we 
shall argue that traces must be governed and we shall discuss this property 
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in detail. The configurational property of government thus also distinguishes 
traces from PRO: traces must be governed and PRO must not be governed. 
Looking at S-structure zero elements we can decide on whether they are PRO 
or trace on the basis of their government properties: a governed empty category 
can only be a trace, an ungoverned one can only be PRO. In section 3 we 
identify another null element which is governed: pro. 

1.4 The Binding Theory and the Typology of NPs 

We have est�blished that the three null elements posited are specified for the 
features [±ADaphor] and [±Pronominal] in the following way: 

4 Typology of NPs 

Type 

[+Anaphor, -Pronominal] 
[-Anaphor, +Pronominal] 
[-Anaphor, -Pronominal] 
[+Anaphor, +Pronominal] 

OVERT 

anaphors 
pronouns 
R-expressions 

NON-OVERT 

NP-trace 
? 
wh-trace 
PRO 

The importance of a chart like (4) should not be underestimated. What such 
a representation means is that labels such as trace or PRO are not primitives 
or unanalysable concepts of the theory. A term such as PRO is a shorthand 
term for a null element with the feature combination [+Anaphor, +Pronom­
inal]. Though we go on using the terms PRO and trace in our discussion, the 
reader should bear in mind that these are used for convenience' sake and can 
be analysed in terms of more elementary properties. 

Depending on the feature matrices of the NPs, they are subject to different 
principles of the bindIDg theory. NP-traces are subject to Principle A, wh-traces 
to Principle C, PRO is subject to both Principles A and B, hence its special 
distribution (cf. discussion in chapter 5). NP-trace and PRO both have the 
property of being [+Anaphor], in contrast with wh-traces. 

1.5 NP-trace and PRO 

1 .5.1 CHAIN FORMATION 

In chapter 6, section 4.6.1 we discussed the chain formation process. We 
recapitulate the discussion briefly here. Consider (Sa): 
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Sa Poirot; seems hP t; to enjoy the enquiry]. 
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Enjoy assigns an external theta role; seem, a raising verb, does not. For ex­
pository reasons, we ignore the subject-in-VP hypothesis developed in chapter 
6, section 5, which will not affect the line of argumentation here. Recall that 
a chain is a sequence of coindexed positions where each position locally binds 
the next position down (cf. discussion chapter 6, section 4.6, ( 105) ) .  Chain 
formation is free: for (5b) we could create the chains (5b) or (5c). In (5b) the 
NP trace, tj, is a member of a chain distinct from the chain of its antecedent, 
in (Sc) tj and Poirotj belong to the same chain. 

5b <Poirot;>, <t;> 
5c <Poirot;, t;> 

By the theta criterion as defined on chains (cf. chapter 6, section 4.6, ( 10Sd) ) 
only (Sc) is legitimate. In (Sb) the argument Po;rot/ belongs to a chain which 
fails to be assigned a theta role, and the external theta role of enjoy will be 
assigned to the chain <tj>, which fails to contain an argument. Since it does 
not contain a case position, <tj> is not visible. (Sc) meets the theta criterion: 
the chain contains one argument, one theta-position, and it is visible by virtue 
of the NOMINATIVE case on Po;rot. NP-traces and their antecedents have 
to be members of one chain. 

Consider now (6a) in which PRO is the subject of the non-finite clause: 

6a Poirot; wants £er hP PRO; to write a novel]]. 

Both want and write assign an external theta role. � before we ignore the 
subject-in-VP hypothesis, which does not alter the line of argument (see foot­
note 2). By the chain formation process, we can form either the chain (6b), 
where PRO and Poirot each head a chain, or (6c), where Poirot and PRO are 
part of a single chain: 

6b <Poirot;>/ <PRO;> 
6c <Poirot;, PRO;> 

The theta criterion excludes (6c): the chain <Poirotj, PRO;> contains two 
arguments, Poirotj and PROjo Poirotj and PRO; each have to belong to a 
separate chain, as in (6b). 

. 
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The NP-trace and its antecedent form a single chain, while PRO an:d its 
antecedent are members of separate chains. This has consequences for the 
distance between the antecedent and PRO or the NP-trace respectively. 
Consider (Sd): 

Sd " [1P1 Poirotj is likely lcP [that [1P2 it appears [IP] tj to be the best can­
didate]]]] .  

(Sd) is ungrammatical: t; is not locally bound by the antecedent. Because PRO 
and its antetedent do not enter into a chain, the distance between PRO and 
its 'antecedent is not subject to locality conditions: the intervention of it 
between Poirot; and PRO; in (6d) is irrelevant: 

6d Poirotj agreed b that [IP it would not be easy la [., PROj to leave 
early]m. 

1.5.2 ANTECEDENTS 

The antecedent of PRO and that of the NP-trace also differ with respect to 
their grammatical functions. The controller of PRO may be a subject (7a) or 
an object (7b), or it may be an implicit argument (7c): 

7a Johnj prefers very much [cp [IP PROj to invite Bill]]. 
7b I told Johnj b [., PROj to invite Bill]] .  
7c The house was sold la [IP PRO to save money]]. 

NP-movement moves an NP into an A-position. The relevant landing site is 
a subject position, this. follows from our theory developed so far. NP-movement 
cannot move an element into an object position, i.e. an NP-position imme­
diately dominated by V', [NP, V1. This does not have to be stated as an 
independent principle. NP-movement is substitution: an NP is moved to a 
position that is empty at D-structure. Let us consider the possibility that the 
object position, [NP, V1, could be a landing site for NP-movement. This 
would involve a derivation like that in (8) .  The D-structure would be as in 
(8a) and NP-movement into [NP, V'] would derive the S-structure (8b) :  

8a [.,1 NPl hI [vp [V' BELIEVE [NP2 el � NP3 to VP]]]] 
8b [.,1 NPl hI [vp [V' BELIEVE [NPl NP3] � t] to VP]]]l 
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In order for this derivation to be possible, we would have to imagine that 
there is a putative verb BELIEVE which is like English believe in that it takes 
an external argument, realized as NPb and a clausal complement, IP2. BE­
LIEVE differs from believe in that it also subcategorizes for an NP, [NP, V']. 
In (8a), NP3 is the D-structure subject of the lower IP2; it is theta-marked 
by the lower V. NP3 will be caseless: it cannot receive structural ACCUSA­
TIVE from BELIEVE because it is not adjacent to it. NP3 cannot receive 
inherent case from BELIEVE since it is not theta-marked by BELIEVE (cf. 
chapter 3 on case). At S-structure we propose that NP3 moves into the [NP, 
V') position, in order to be assigned ACCUSATIVE by BELIEVE. This 
derivation is excluded by the principles we have been assuming so far, which 
make it impossible to generate a D-Structure such as (8a) and an S-structure 
such as (8b). The question arises what would allow the position NP2 to be 
generated within V'. D-structure is the representation of thematic relations. 
VP-intemal NPs are projected to realize arguments of V. This means that in 
order to be projected at D-structure NP2 should be an argument of V, hence 
theta-marked by BELIEVE. In other words, with a D-structure as in (8a) 
BELIEVE assigns three theta roles: one to NP1, one to NP2 and one to IP2. 
If we were to generate a D-structure such as (8a) and then move NP3 into 
the NP2 position, then the chain <NP3, t3> in (8b) would be assigned two 
theta roles, that assigned to NP2 by BELIEVE and that assigned to NP3 by 
the verb of the non-finite clause. This chain will violate the theta criterion 
which requires a one-to-one relation between arguments - i.e. chains - and 
theta roles (cf. chapters 1, 3 and 6). If NP2 were not a theta position, i.e. if 
putative BELIEVE were like believe in that it has only one internal argu­
ment, realized by lP, then there could be no motivation for projecting [NP2, 
V1 at D-structure. We conclude that verbs such as BELIEVE in (8) do not 
exist and that NP-movement cannot move an NP into the object position 
[NP, V1.3 

3 Derivations such as that sketched in (8)  were postulated in earlier versions of the 
grammar where they were referred to as subject-to-object raising (SOR), in con­
trast with subject to subject raising. 

Recall from chapter 6, section 5, that it is currendy assumed that the thematic 
position of th;e subject is VP-intemal. This will not change anything to the discus­
sion here: NPl originates inside the VP and moves to [Spec, IPl]. (ia) replaces (8a), 
(ib) replaces (8b): 

(ia) lw e [I) [vp NPl BELIEVE [NPl e) [In NP3 to VPJ]) 
(ib) lw NPl [1) [vp t1 BELIEVE [NP3) [In t3 to VP))) 

As mentioned before, whenever the subject-in-VP-hypothesis does not have conse­
quences for the argumentation we ignore it in the discussion. 
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1.6 Traces 

NP-trace and wh-trace share the feature [-Pronominal] (cf. section 1.4). During 
the discussion in chapters 6 and 7 and the sections above we have already 
identified several properties which distinguish NP-traces and wh-traces. These 
concern the moved element, its landing site and its extraction site: 

9 Traces: survey of properties 

NP·trace wh-trace 

Moved category NP XP (NP, PP, etc.) 

Landing site A-position by SUbstitution A' -position by substitution 

or adjunction 

NP-position [Spec, CP] or adjoined 

position 

Properties of antecedent 
Case Yes No 

Chain A-chain A'-chain 

Properties of trace 
Features [+Anaphor] [-Anaphor] 

[-Pronominal] [-Pronominal] 

Binding theory A C 

Theta role Yes Yes 

Case No Yes (when target = NP) 

Governed Yes Yes 

Needless to say, all these properties are not independent of each other. We 
invite the reader to try and relate them in the way that we have done in the 
discussion of NP-traces in chapter 6. 

2 Null Elements in a Grammar 

H we assume null elements as a component of the grammar of natural 
languages, we must assume that the language learner has the ability to pos­

tulate such null elements in the representations he assigns to sentences. He 
needs to have evidence for positing these categories and ways of identifying 
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them. The discussion above has shown that not any null category can appear 
anywhere, in the same way that overt categories too cannot be generated 
randomly. 

Recall from chapter 3 that overt NPs must be assigned abstract case. We 
proposed that the case feature on the NP makes it visible for theta role 
assignment. We could say that abstract case legitimates NPs, or, to put it 
differently, that overt NPs are formally licensed by case. Null elements too 
must be formally licensed, their presence in the structure must be legitimated. 
Moreover, we should also have a way of identifying the content of the non­
overt elements. The learner must know, and the grammar must specify (i) 
how non-overt elements are licensed in the structure; and (ii) how such 
elements can be given content. In the preceding discussion we have already 
considered the distribution and interpretation of PRO. PRO can only appear 
in ungoverned contexts. We can say that (i) PRO is licensed in ungoverned 
contexts; and (ii) that its interpretation is determined by control theory. In 
the next section we address the IicensiDg conditions of traces. 

2. 1 Formal Licensing: the Empty Category Principle 

In our survey of the properties of traces we have noticed that both NP-traces 
and wh-traces are governed. Government has been identified as the formal 
licensing condition for traces: traces must be governed. However, simple 
government will not suffice to license a trace: traces must be governed in a 
special way. 

The discussion of the government requirement of traces starts out from the 
subject-object asymmetry exhibited in (10) and ( 1 1 )  and already discussed in 
chapter 7, section 5 .1 .  

lOa Whomj do lIP you think la t'j that lIP Lord Emsworth will invite lj)]]? 
lOb Whomj do £u. you think la t'j lIP Lord Emsworth will invite G)]]?  

11a "Whoj do lIP you think la t'j that lIP lj will invite Poirot)]]? 
11b"" Whoj do' lIP you think la t'j lIP lj will invite Poirot)]] ? 

r 

While objects can be freely extracted across overt complementizers, sub­
jects can only be extracted from clauses without overt complementizers. This 
phenomenon was described in terms of the that-trace filter. The that-trace filter 
has been reinterpreted in the light of the government requirement for traces. 
The idea is that in order to be licensed, i.e. legitimated in certain positions, 
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traces must be governed in a special way: they must be properly governed. 
Proper government can be achieved in two quite distinct ways: theta­
government and antecedent-government. A head theta-governs a constituent 
if it both governs and theta-marks the constituent. Antecedent-government is 
government by a coindexed maximal projection. At this point we extend our 
range of governors: either heads or maximal projections can be governors 
under the right conditions. The licensing condition that traces must be prop­
erly governed is known as the empty category principle: 

12 Empty category principle (ECP) 
Traces . must be properly governed. 
A properly governs B if and only if A theta-governs B or A antecedent­
governs B. 
(cf. Chomsky, 1986b: 17) 
A theta-governs B if and only iff A governs B and A theta-marks B. 
A antecedent-governs B iff A governs B and A is coindexed with B. 

The new definition of government in (13 )  incorporates both head- and 
antecedent-government and takes into account the minimality condition ( 14).  
We shall discuss the notion barrier in chapter 10. 

13 Government 
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; 

(iii) no barrier intervenes between A and B; 
(iv) minimality is respected. 
where governors are: (a) heads, 

(b) coindexed XPs. 

14 Minimality (cf. chapter 3, section 2.2) 
A governs B if and only if there is no node Z such that 

(i) Z is a potential governor for B; 
(ii) Z c-commands B; 

(iii) Z does not c-command A. 

Let us carefully consider the structures in which the relevant traces appear 
in the examples above on the basis of the partial tree diagram representations. 
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In ( 1Sa) and in ( ISb) the lowest trace is governed by the verb invite by which 
it is also theta-marked. This type of government is theta-government. We shall 
be looking at intermediate traces in chapter 9. 

In ( 16a) and in ( 16b) the subject-trace is governed by INFL, from which 
it will receive NOMINATIVE case. But this trace is not theta-governed by 
INFL since it is not theta-marked by it. The theta role assigned to the subject 
of the lower clause is the external role of the verb invite. 

Following our earlier discussion, lct us adopt the hypothesis that even 
though finite INFL is a governor, it is defective. lP, its maximal projection, 
does not constitute a complete barrier for outside government (see chapter 9 
and especially chapter 10, which deals exclusively with the notion barrier) . 

If IP is not .a barrier for government, the subject traces in ( 16a) and (16b) 
could be properly governed from the outside of IP. Proper government will 
only be possible by antecedent-government, though: there is no theta-marker 
for the subject outside lP, so theta-government is not available. 

In ( 16a) the complementizer that intervenes between the trace in the subject 
position and the intermediate trace in [Spec, CPl. The complementizer is the 
head of CP, hence it is a potential governor. Assuming that IP is not a barrier 
for government, that governs into IP and will be able to govern the trace 
in the subject position. The intermediate trace in the [Spec, CP] position is 
coindexed with the trace in the subject position of IP and, assuming again that 
IP is not a barrier, the intermediate trace should thus be able to antecedent­
govern the trace in the subject position. We have a construction with two 
potential governors: the complementizer that and the intermediate trace. By 
minimality ( 14) the coindexed trace in [Spec, CP] cannot govern the subject 
trace because the complementizer that is a Z in the sense of (14) and will be 
the governor of the trace in the subject position. But that is not a proper 
governor (12) :  that does not theta-mark the trace and hence does not theta­
govern it; that is not coindexed with the trace so it does not antecedent­
govern it either. Without a proper governor, the subject-trace violates the 
ECP and ( 16a) is ungrammatical. In ( 16b) there is no overt complementizer 
to interfere with the government from the intermediate trace. Again assuming 
that JP is not a barrier, the trace in [Spec, CP] can antecedent-govern the 
subject trace. The subject trace is properly governed. 

On the basis of the subject-object asymmetries discussed, the ECP ( 12) has 
become established as a licensing condition on traces. It may be useful to 
point out a contrast between the ECP and the anti-government constraint for 
PRO. That PRO must not be governed follows from its feature specifications 
as already discussed. The ECP, on the other hand, is conceived as a primitive 
of the theory of null elements. The ECP is a principle which, at the moment, 
does not seem to follow from anything else in rhe grammar. 

Having established that the ECP formally licenses traces we now turn to 
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the question how their content is recovered. There is a rather natural answer 
here. We have seen that traces must have an antecedent. The properties of the 
trace will be able to be recovered by virtue of the coindexation with its 
antecedent. 

In the next sections we illustrate the ECP and we turn to some problems. 

2.2 Subjacency and ECP 

Consider the judgements in (17) and (18 ) .  

17a ?What do you wonder when John bought? 
17b "Who do you wonder when bought these books? 

18a ?What do you wonder who will read? 
1 8b "Who do you wonder what will read? 

Although none of the sentences in (17) and (18 )  is perfectly acceptable, there 
is a marked decrease in the acceptability of the (b) examples. If we turn to 
the S-structure representations of these sentences we can explain these 
intuitions: 

19a ? [CPl What; do 6., you wonder la2 whenj [1PI 1ohn bought tj 1i]]]] ? 
# # 

19b "[CPl Who; do bl you wonder £02 whenj b2 t; bought these books G]]]]? 
# # 

20a ?lal What; do 6.1 you wonder [en whoj [1P2 tj will read t;]]]] ? 
# # 

20b';: '·" [CPl Whoj do 6.1 you wonder [CP2 what; [1P2 1i will read t;]]]] ? 
1" # # 

All the examples above are violations of Ross' wh-island constraint. In more 
general terms they are subjacency violations. In (19a) wh-movement violates 
subjacency: two bounding nodes, !P1 and !P2, are crossed. In ( 19b) the 
subjacency condition is violated in a similar fashion, but the sentence is 
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markedly worse. This is due to the fact that not only subjacency is violated 
but in addition the ECP is violated. The subject-trace in IP2 is not properly 
governed: it is not theta-governed nor is it governed by its antecedent who;. 
This latter statement depends on the assumption that though the lower IP2 
is not a barrier to outside government, CP2, the maximal projection that 
intervenes between the antecedent who; and the trace in the lower IP2, is a 
barrier. We return to the notion of barrier in chapter 9 and especially in 
chapter 10.  We return to antecedent-government in chapter 12. 

In (20a) only subjacency is violated. All the traces are properly governed: 
the object-trace is theta-governed by the verb and the subject-trace is anteced­
ent-governed by who;. 

In (20b) an Eep violation is added to a subjacency violation. The lower 
subject-trace is not properly governed: it is not theta-governed for obvious 
reasons and what; in [Spec, CP2) is not its antecedent, hence cannot anteced­
ent-govern it. Again the real antecedent of the subject-trace is too far away 
to antecedent-govern it. 

2.3 Some Problems 

In this section we turn to some problematic examples which our theory so 
far cannot handle. We shall deal with properties of adjunct traces and with 
subject extraction. These problems will be tackled more fully in chapters 9, 
10 and 12. 

2.3.1  ADJUNCT MOVEMENT AND ECP 

Consider (21), an example of short movement of a time adjunct: 

21a I wonder la when; [IP John bought it tJ) .  

If the Eep applies generally to traces then we expect that the trace of when 
is also subject to the ECP. In this section we consider the application of the 
Eep to adjuncts and we shall discover that there are some problems. We 
return to those in chapter 9. 

As an optional time adverbial, when is not theta-marked by the verb. So 
we shall not be able to claim that its trace is theta-governed by the verb. The 
only way for an adjunct-trace to be properly governed is by antecedent­
government. In this way adjunct-traces are like subject-traces. (21b) is a 
partial tree diagram representation of the S-structure of (21a).  
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We assume that the time adjunct is base-generated in a position .adjoined 
to IP (cf. chapter 7, section 5 and 5.1 on adjunction) . That when should be 
adjoined as a modifier to IP is plausible since when specifies the time and 
INFL contains the feature [±Tense). Given this assumption when; will ante­
cedent-govern its trace. Hence the ECP is satisfied. 

The assumption that the trace of when is outside VP is crucial for our 
discussion. If the trace of when had been inside the vp,4 then it could not 
have been governed by its antecedent, assuming that VP is a barrier for 
outside government. But even if the representation of (21a) as (21b) is plau­
sible there are other examples that cannot be handled this way. Certain 
adverbial phrases must have their D-structure position inside VP and still 
allow extraction. (This point is raised at some length in Chomsky, 1986b: 
19-20.) Consider (22) which is closely analogous to (21)  and is equally 
gramplatical. The only difference is that here a manner adverbial has been 
mov�d (cf. Chifmsky, 1986b: 29, (37) ) .  

22 I wonder [ep how; L. John will fix it t;]). 

4 I.e. as assumed in chapter 2. 
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Traces of manner adjuncts are not theta-governed by the verb. Consequently 
they can only satisfy the ECP by antecedent-government. Concerning the 
D-structure position of manner adverbials like how and the corresponding 
S-structure positions of their traces there is strong evidence that these adverbs 
are VP constituents. 

23a What John will do is [vp fix the car clumsily]. 
23b [vp Fix the car clumsily] is what they all do. 
23c [vp Fjx the car clumsily] John surely did. 

In the three examples above the manner adjuncts behave as VP constitu­
ents. In the pseudo-cleft sentences (23a) and (23b) the adjunct clumsily is clefted 
with the VP. In (23c) the manner adjunct is preposed along with the verb and 
its object. Under this analysis the S-structure representation of (22) would be 
(24): the trace of how is inside VP. 

24 CP 

/l 
Spec C' 

� 
C IP 

� 
NP }'  

� 

John 

VP 

(+pres] � 

will 

V' pp 

� 
V NP 

I � 
fix it 
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If (24) is the only representation available then the antecedent howj should 
not be able to antecedent-�overn the trace tj• The antecedent is separated from 
the trace not only by the defective I-projection but also by VP, a barrier. 

Although adjunct traces and subject traces are similar in that they can only 
satisfy the ECP through antecedent-government, the two types of traces pat­
tern differently with respect to long movement. Compare long subject wh­
movement in (25) with long adjunct wh-movement in (26): 

25a "'Whoi do b you think b t'i that b � will invite Poirot]]] ? 
25b Whoi do b you think £cp t'i b ti will invite Poirot]]] ? 

26a Wheni do [IP you think b t'i that [IP Emsworth will invite Poirot tJ]] ? 
26b Wheni do [IP you think b t'i lIP Emsworth will invite Poirot tJ]] ?  

The presence o f  the overt complementizer that in (25a) is the cause o f  the 
ungrammaticality of the sentence: the !=omplementizer prevents antecedent­
government of the subject-trace by the intermediate trace. In (26a) the 
adjunct-trace is in exactly the same relation to its antecedent and yet the 
sentence is grammatical. The ECP is sa!isfied in (26a), an unexpected conclu­
sion in the light of our theory so far. We return to the problem in chapter 
9 and in chapter 12. 

Adjunct-traces contrast with complement traces in that the latter are theta­
governed, while the former are not. This was already illustrated in chapter 7, 
example (58), repeated here for the reader's convenience as (27): 

27a b! HOWi do lIP! you [vp think [CPl that [1P2 John could [vp solve this 
problem tJ]]])] ? 

27b bt lIP! I wonder [CPl which problel1l; fm John could solve � this way]]]] . 
27c "' [CPl HOWi do [IP! you [vp wonder [CPl which problemj CO fm John could 

[vp solve G t;])]]]]? 
27d ??b! Which problemj do lIP! you [vp wonder [CPl howi CO fm John could 

[vp solve � t;]])]]] ? 
. 

r 
In (27a) we extract the manner adjunct how from the lower clause and move 
it to the matrix [Spec, CP!]. This movement is unproblematic. Equally 
unproblematic is the movement of the direct object NP which problem in (27b): 
which problem is extracted from the VP-intemal position and moves to the 
embedded [Spec, CP2]. In (27c) we combine the two types of movement: how 
moves to the matrix [Spec, CPt] and which problem moves to the lower [Spec, 
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CPz). In (27d) we move the adjunct to the lower [Spec, CP2] and we move 
the object to the higher [Spec, CP1]. As discussed in chapter 7, both (27c) 
and (27d) violate subjacency, but the degradation is much worse in (27c) 
than in (27d), suggesting strongly that adjunct-extraction should not be treated 
on a parallel with object-extraction. We return to the issue in chapters 9 and 
12. We shall see that the degraded status of (27c) is due to an ECP violation 
which is added to the subjacency violation. 

2.3.2 SUBJECT MOVEMENT 

Let us briefly return to (20a), repeated here as (28a) for convenience' sake: 

28a [CPl What; do [lPt you wonder b2 'whoj b2 tj will read tJ]J] ? 
# # 

We have proposed that the relative unacceptability of this example is due to 
a subjacency violation. However, such an analysis presupposes that the sub­
ject wh-element who is moved. An alternative S-structure of this example 
would be (28b) in which whoj stays in the subject position. 

28b [cpt What; do lIPt you wonder [CP2 t'; � whoj will read tJ]J] ? 

(28b) does not violate any principles of the grammar. What has moved 
successive-cyclically, leaving an intermediate trace in the lower [Spec, CPl. 
The fact that the sentence is not perfectly acceptable must be explained (cf. 
chapter 10, section 4.1). 

3 Non-overt Subjects: the Pro-drop Parameter 

3.1 The Gap in the Paradigm: pro 

3.1.1 NULL SUBJECTS IN ITALIAN 

Our classification of NPs is based on two features [±Aoaphor] and [±Pro­
nominal]. It is easy to see that on the basis of two features, each specified as 
either + or -, there are four possible combinations. 

We have seen that for overt NPs only three of the four combinations are 
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actually realized and we have discussed why the category [+Anaphor, +Pro­
nominal] is excluded in principle (chapter 4). 

For non-overt NPs we should ideally use the same typology and thus 
we also identify four possible combinations. So far we have only identified 
three and we have not discovered a non-overt corollary to the combination 
[-Anaphor, +Pronominal] . Indeed this was the situation that generative 
linguists had arrived at in the beginning of the 1980s. However, the gap in 
the paradigm of non-overt categories is not very fortunate. There is no reason 
why there ought not to be an empty category characterized by the features 
[-Anaphor, +Pronominal]. Such an element would be subject only to Princi­
ple B of the binding theory (cf. Chomsky, 1982: 78). 

Turning to languages other than English, we find evidence for such an 
empty category. Consider the following examples from Italian: 

29a Gianni ha parlato. 
Gianni has spoken. 

29b e Ha parlato. 
has (3sg) spoken 

29c Gianni ha detto le, 
Gianni has said 

che [IP e ha parlato)). 
that has spoken 

In (29a) parlare assigns its external theta role to Gianni. By analogy we assume 
that the same is true of the occurrence of parlare in (29b) and (29c). On the 
basis of the EPP .we postulate that there is a subject position, [Spec, IP], in 
all the examples in (29). The projected subject position of ha parlato in (29b) 
is an NP-position which is not phonetically realized and in which the external 
theta role of the verb is realized. We postulate that the [Spec, IP] position is 
occupied by a zero element. The question is: what are the properties of this 
zero NP? 

The non-overt subject of (29b) is obviously not a trace, there being no 
antecedent. It would also not be very reasonable to assimilate e with PRO. 
Recall that PRO must be ungoverned and the finite inflection in (29b) and 
(29c) will govern e. 

Th� empty el�ment in (29b) has definite reference: its interpretation is like 
that of an overt'"pronoun. Like a pronoun it may refer to an entity in the non­
linguistic context (29b), or it may be coindexed with an element in the 
linguistic context. In (29c) one possible interpretation is that the non-overt 
subject of ha parlato is identical to that of the overt subject of ha detto. In 
other words, the non-overt subject in (29b) and (29c) is the missing non-overt 
NP that we have been looking for: it is a non-overt pronoun. The null 
element has the feature combination [-Anaphor, +Pronorninal] . This final 
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non-overt NP is represented by pro, 'small pro'. Again the label pro is only 
a shorthand label to single out the element with the specific feature combin­
ation given. 

30a pro Ha parlato. 
30b Gianni ha detto che pro ha parlato. 

3.1.2 INFLECTION AND PRO 

In earlier �scussion (Introduction) we have already seen that any pronominal 
subject in Italian may remain unexpressed. We posit that the understood 
subject is syntactically represented by a non-overt pronominal. The subject 
pronoun is only overtly expressed when it is emphasized; pro, being a null 
element, can obviously not be stressed. 

31a io parIo pro parlo 
31b tu parli pro parli 
31c lei parla pro parla 
31d noi parliamo pro parliamo 
3 1e voi parlate pro parlate 
31£ loro parlano pro parlano 

Expletive pronouns in Italian are also realized as pro. Since they contribute 
nothing to the interpretation of a sentence, expletives will never be stressed, 
hence they will never be overt.s 

32 pro Sembra che Gianni sia ammalato. 
seems that Gianni is (subj) ill 

In (32) we assume that the subject position of the matrix clause is filled by 
pro, which in this example is a non-overt expletive pronoun. 

3.1 .3 THE TYPOLOGY OF NULL ELEMENTS: SOME DISCUSSION 

Let us complete our survey of NP-types: 

S The same observation holds for weather verbs such as rain, snow, etc. In Italian 
their subject is never overt. See the Introduction. 
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33 Typology of NPs 

Type 

[+Anaphor, -Pronominal] 
[-Anaphor, +Pronominal] 
[-Anaphor, -Pronominal] 
[+Anaphor, +Pronominal] 

Consider (34a):  

34a Ho telefonato. 
(I) have telephoned 

OVERT 

anaphor 
pronoun 
R-expression 

453 

NON-OVERT 

NP-trace 
pro 
wh-trace 
PRO 

The S-structure representation of (34a) is as in (34b) : pro is the external 
argument of telefonare. 

34b pro ho telefonato 
have (lsg) telephoned 

Empty categories with the features [-Pronominal] are traces, they are created 
by movement. A'-movement gives rise to a trace of the type [-Anaphor, 
-Pronominal], A-movement gives rise to a trace of the type [+Anaphor, 
-Pronominal]. lIi the model of the grammar we are adopting here, traces are 
not present at D-structure. The empty categories with the feature [+Pronomi­
nal], pro and PRO, are present at D-structure. In (34) pro must be present 
at D-structure since it is assigned the external theta role of telefonare. When 
it i� coreferential with an antecedent, pro does not form a chain with the 
antecedent: both pro and the antecedent Gianni have their own theta role: 

34c Giannij dice che proj ha telefonato. 
<'I Gianni says that has telephoned 

'Gianni says that he has telephoned.' 

The NPs Gianni and pro do not form a chain: the chain <Gianni" Proi> would 
contain two arguments and would have two theta roles. <Giannii' Proi> would 
violate the theta criterion. Similarly in (34d) PRO and its antecedent do not 
form a chain: 
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34d Gianni; wants b [IP PRO; to telephone Maria11 .  

This does not mean, though, that pro or PRO can never be part of a chain. 
Consider (35): 

35a pro; e stato invitato t;. 
pro is been invited 
'He/She has been invited.' 

35b [PROi to be invited t; at court] was a great honour. 

In (35a) pro; heads the A-chain <pro;, t;>, in (35b) PRO heads the A-chain 
<PRO;, t;>. Moreover, if we adopt the subject-in-VP hypothesis developed in 
chapter 6, section 5, then we will assume that all arguments in [Spec, IP1 head 
an A-chain, this will also apply to pro and to PRO: 

36a la b PROi to [vp t; buy a newspaper every dayJJJ is important. 
36b [IP pro; ho [vp t; comprato un giornaleJ1. 

have (lsg) bought a newspaper 
'I have bought a newspaper.' 

According to the subject-in-VP hypothesis V (buy in (36a), comprare in (36b) ) 
assigns its external theta role to the argument in its specifier position. We 
assume then that in (36a) PRO originates in [Spec, VP1 and moves to [Spec, 
IP], leaving a trace in its base position. The external theta role of V is 
assigned to the chain <PRO;, t;>. In (36b) pro is the external argument of 
comprare, we assume again that it originates in [Spec, VP], where it is theta­

marked, and it moves to [Spec, IP], where it will be licensed and identified 
via the rich INFL. 

Though they have a number of properties in common, PRO and pro also 
differ with respect to their distribution: pro is found in governed positions 
([Spec, IP] ) while PRO is ungoverned. 

3.2 Cross-:linguistic Variation: the Pro-drop Parameter 

We have now established the existence of a fourth non-overt NP, with the 
features [-Anaphor, +Pronominal], pro. So far we have given examples from 
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Ita,lian. ne English analogues of the Italian examples discussed above show 
that pro subjects are not a universal property of all human languages.6 

37a "Has spoken. 
37b "John has said that has spoken. 

It is intuitively clear what allows the subject to be unexpressed in Italian 
and disallows this in English. In Italian the verb inflection is rich. As seen 
above (31) ,  there are six different present tense forms in Italian, one for each 
person and number combination. This will allow one to identify the person 
and number of the subject even when the overt pronoun is absent. In English 
only third person subjects in the simple present can be identified on the basis 
of the verb inflection, English inflection is otherwise too poor to enable one 
to identify person and number of the subject on the basis of verb forms only. 

We say that a rich INFL can identify an empty category in the subject 
position while a poor INFL fails to do so. In other words the grammatical 
features of the subject can be recovered from those of INFL, specifically from 
AGR, in languages with rich verb inflection. In English these features are not 
recoverable because its AGR is too poor. The identification of the subject 
features via AGR is represented by coindexation.1 

38 pro; parloi, 

We have already seen that languages which allow a pronominal subject to 
be left unexpressed are called pro-drop languages, they 'drop' the subject 
pronoun. Italian is a pro-drop language, English is not. This cross-linguistic 
variation is referred to as the pro-drop parameter. A child acquiring a lan­
guage will have to discover whether the language he or she is exposed to is 
pro-drop or not. Clearly not very much overt evidence is needed to establish 
that subject pronouns can be left unexpressed. A child will have to set the 
pro-drop parameter either positively or negatively: the positive setting means 
that the language is a pro-drop language. 

Spanish is like Italian in that it allows null subjects, but French is like 
English in that it. does not have null subjects. 

r 

6 For a survey of a range of languages see Jaegg/i and Safir (1989). Various articles 
in this volume propose alternative accounts to the one given in this book. 

7 The agreement betWeen [Spec, IP] and [I] is sometimes represented by co· 
superscripting: 

(i) prd par/oi, 
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39 Spanish 
39a pro Vimos a Juan. 

o (we) see Juan 
39b pro Baila bien. 

o (he/she) dances well 
39c pro Estamos cansadfsimos. 

o (we) are very tired 

40 French 
40a "pro "Voyons Jean. 

o (we) see Jean 
cf. Notis voyons Jean. 
40b "pro Danse bien. 

o (he/she) dances well 
cf. Welle danse bien. 
40c ·pro SOmDles tres fatigues. 

o (we) are very tired 
cf. Nous sommes tres fatigues. 

Let us look at an interesting example from another language group: mod­
ern Hebrew also allows the subject pronoun to be dropped: 

41a 'Ani 'axalti 'et ha-tapu'ax. 

ate-Isg ACC the-apple ' 

41b 'Axalti 'et ha-tapu'ax. 

The pro-drop possibility in modern Hebrew is restricted. Borer ( 1980, 1983) 
shows that it is not allowed in the present tense at all and that in main 
clauses with the future and past tenses it is restricted to first and second 
persons (Borer, 1986: 392): 

42a Hu 'axal 'et ha-tapu'ax. 

he ate-3sg ACC the-apple 
42b " 'Axal 'et ha-tapu'ax. 
42c 'AniI'ata/hu 'oxel 'et ha-tapu'ax. 

I/youlhe eat-sg ACC the-apple 
42d "'Oxel 'et ha-tapu'ax. 
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Borer relates the pro-drop option in modern Hebrew to the richness of 
inflection. In the present tense, only gender and number are overtly realized, 
person is not. The third person is the unmarked form in the other tenses too. 
The idea then is that not all types of inflection are strong enough to allow 
pro-drop.s 

3.3 Licensing of Pro 

Following our discussion of null elements we again ask (i) how pro is for­
mally licensed; and (ii) how its content is recovered. 

Rizzi ( 1986a) proposes that in pro-drop languages pro is subject to two 
requirements: (i) it is licensed under head-government: in the examples above 
the null element in the subject position is governed by INFL, a head; (ii) the 
content of pro is recovered through the rich agreement specification. 

43 The pro-drop parameter 
43a pro is gover�ed by XOy; 
43b Let X be the licensing head of an occurrence of pro: then pro has the 

grammatical specification of the features on X coindexed with it. 

Whether a language has any XO of type y licensing pro is a language­
specific property. Also the choice of XO varies cross-linguistically. In English 
I is not a choice for X in (43a) . Hence null elements cannot occur in subject 
positions. In Italian and Spanish I is a choice for XO in (43a).  

Modem Hebrew poses a problem in that I can be a choice for XO but 
apparently only in a restricted way (see (42) above). In certain cases the 
features of the governing head of pro will not be sufficient and hence the 
content of pro cannot be recovered (see discussion above). 

Another problem for this account is posed by languages such as Japanese 
and Chinese. Huang ( 1984) argues that Chinese allows null subjects, i.e. is 
a pro-drop language, in spite of the fact that it lacks AGR entirely. The same 
observation holds for Japanese and Korean. Huang's (1984) proposal is to 
argue . .  tpat pro is possible either in languages with rich agreement or no 
agreelrient at all;Some languages (German and the Scandinavian languages 
discussed in Platzack ( 1987) ) allow only expletive, i.e. non-referential, sub­
jects to be non-overt. This could be related to the fact that INFL in these 

8 The Hebrew data are more complicated once we also turn to subordinate clauses. 
With past and future tenses a null subject is obligatory in any grammatical person 
in a subordinate clause if this subject has an antecedent in the matrix clause. For 
discussion of these data and a new interpretation, see Borer (1989). 
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languages is richer than it is in English, though poorer than in Italian. We 
could say that INFL may well license null subjects in these languages, but 
that its AGR features do not enable us to identify a referential pro. The only 
option for a subject pro to survive in such languages would be when it is non­
referential, i.e. an expletive pro.9 

The reader will have observed that (43a) does not restrict the licenser of 
pro to inflection only and that in principle other types of heads could license 

pro. 

3.4 Null Objects in Italian 

3.4.1 THE DATA 

Consider the data in (44): 

44a Questo conduce la gente; a [pRO; concludere quanto segue]. 
this leads the people to conclude what follows 
'This leads people to conclude what follows.' 

44b Questo conduce - a [pRO concludere quanto segue]. 
this leads to conclude what follows 
'This leads one to conclude what follows.' 

In (44a) condurre takes three arguments, realized by the subject NP (questo), 
the object NP (la gente) and the non-finite clausal complement (a concludere 
quanto segue) . (44a) is an example of a structure with object control (cf. 
chapter 5):  the direct object NP la gente controls the PRO subject of the 
infinitival clause. In (44b) the direct object NP is absent, but the sentence 
remains grammatical and again there is a PRO subject in the infinitival clause. 
This is rather puzzling: an object controller cannot be omitted in sentences 
with obligatory control (chapter 5) :  

45a This leads people [PRO to conclude what follows] . 
45b "This leads [PRO to conclude what follows] . 

While our discussion predicts that (45b) is ungrammatical, it leaves the 
grammaticality of the Italian parallel (44b) unexplained. In spite of the absence 
of a direct object in this example, PRO is interpreted as being controlled by 

9 For discussion see Huang (1989) and Rizzi (1986a). 
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the (implied) object of condurre ( 'lead') .  (44b) means, roughly, 'this leads one 
to conclude what follows'. 

3.4.2 CONTROL BY THE UNDERSTOOD OBJECT 

Consider the following Italian sentences (Rizzi, 1986a): 

46a L'ambizione spesso spinge - a [PRO commettere errori]. 
the-ambition often pushes to make mistakes 
'Ambition often makes one make mistakes.' 

46b . In questi casi, di solito Gianni invita - a [PRO mangiare con lui]. 
in these cases, usually Gianni invites to eat with him 
'In these cases Gianni generally invites people for dinner.' 

In the examples in (46) the object controller is understood. In English the 
direct object controller cannot be omitted, as can be seen from the glosses. 
An important feature of the interpretation of (44b) and of the examples in 
(46) is that the implicit object is interpreted as 'one', 'people in general', it 
has a non-specific or arbitrary reading. Following the reasoning adopted in 
this book let us postulate that the understood object in Italian is realized by 
a non-overt element, an empty category. Such a hypothesis allows us to 
maintain that the controller cannot be omitted in sentences with object con­
trol, thus accounting for the ungrammaticality of the English example (45b), 
while at the same. time accounting for the grammaticality of (44b) and (46), 
which lack an overt object controller. In English, apparently the object can­
not be realized as a non-overt category in examples like (45b), in such ex­
amples there simply is no object at all; in the Italian cases like (44b),  there 
is a non-overt controller for the object, here represented as e: 

44c Questo conduce ej a [PROj concludere quanto segue] . 

3 .4.3 CONSTRAINTS ON THE INTERPRETATION OF THE 
.. i;-NON-O�RT OBJECT 

r 
An interesting property of the non-overt object in Italian is that it consistently 
has the nominal features [Masculine, Plural]: 

47a La buona musica riconcilia ej con se stessij. 
the good music reconciles with themselves (masc pI) 
'Good music reconciles one with oneself.' 
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47b Un dottore serio visita ej nudij. 
a good doctor visits nude (masc pi) 
'A good doctor examines his patients nude.' 

(47a) contains a plural reflexive se stessi. According to Principle A of the 
binding theory, reflexives must be bound in their Gc. Since (47a) is gram­
matical, we deduce that it contains an appropriate binder for the reflexive. 
The subject NP la buona musica cannot be the relevant binder: the subject 
is feminine singular while the reflexive is masculine plural. Also, of course, 
from the point of view of the interpretation, the reflexive in these examples 
is not dependent on the subject. As the English translation shows, it is the 
understoqd object which binds the reflexive. (47b) contains a masculine plu­
ral prediCate AP (nudi) . The plural AP again does not relate to the subject 
NP, which is masculine singular. Again the plural AP relates to the implicit 
object. 

The examples in (47) thus offer further evidence for postulating a non­
overt element in the object position, i.e. the position [NP, V1, in Italian: the 
non-overt object is not simply 'understood', it plays an active part in the 
sentence in that it is involved in syntactiC relations such as binding or predi­
cation. Observe that the feature content of the non-overt object is restriCted 
to [+Masculine, +Plural] , the feature content which is also associated with 
arbitrary PRO in Italian (48) (cf. chapter 5) :  

48 E difficile essere sempre allegri. 
is (3sg) hard be always cheerful (masc pI) 
'It is hard always to be cheerful.' 

Indeed the non-overt object can only have the arbitrary reading. (49), where 
we force a specific interpretation on the object, is ungrammatical: 

49 "Ieri il medico ha visitato nuda. 
yesterday the doctor has examined naked (fem sg) 

3.4.4 THE IDENTIFICATION OF THE EMPlY CATEGORY 

Let us try to characterize the null element in the object position of the Italian 
sentences above in terms of the theory of empty categories developed so far. 
Recall that we have four empty categories, defined in terms of the features 
[±Anaphor] and [±Pronominal]. It is unlikely that an empty category in [NP, 
V1 could be PRO, i.e. [+Anaphor, +Pronominal]: the [NP, V1 position is 
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governed by V and we know that PRO must be ungoverned. Could the empty 
category be an NP-trace, .i.e. [+Anaphor, -Pronominal}? At first glance, this 
is also unlikely. Recall that NP-movement is case-driven: an NP which cannot 
be case-marked in its base position moves to a landing site where it can 
receive case. It is clear that the NP in the object position of condu"e in (44b) 
can be case-marked, witness the fact that it alternates with an overt NP, la 
gente, in (44a). Similarly, overt objects would be possible in (46) and in (47). 
Moreover, if the non-overt category had the feature [+Anaphor} it would 
have to have an A-binder, clearly this is not the case. The same conclusion 
can be drawn with respect to wh-traces, which are [-Anaphor, -Pronominal}: 
we do not have evidence for A'-binding in the examples (cf. section 4.3. and 
exercise 7 below). This leaves us with one final option: pro, the non-overt 
pronominal with the feature matrix [-Anaphor, +Pronominal}, which was 
postulated in the subject position of Italian finite clauses without overt sub­
ject. This would lead us to Propose the following representations: 

50a Questo coriduce pro; a (PRO; concludere quanto segue}. 
SOb La buona musica riconcilia pro; con se stessi;. 
50c Un buon dotrore visita pro; nudi;. 

The properties of object pro differ from those of subject pro: object pro is 
restricted in interpretation. In Italian, subject pro is equivalent to a subject 
pronoun: depen�ing on the finite inflection it may be first, second or third 
person, singular and plural, and it can have a non-specific interpretation 
(51a) or a specific one (SIb, SIc): 

51a pro dicono che le donne sono diventate piu indipendenti. 
pro say-3pl that the women are become more independent 
'They say that women have become more independent.' 

SIb pro sono andati a Roma. 
pro are-3pl gone to Rome 

: 'They went to Rome.' 
51c . - pro vuole-" scrivere un romanzo. 

pro want-3sg write a novel 
'He wants to write a novel.' 

We have seen that non-overt obj�cts always have the features plural mascu­
line (cf. (52a) ) and they never have specific reference (cf. (52 b) ): 
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52a "Ieri sera la buona musica ha veramente riconciliato pro con se stesso. 
last night the good music has really reconciled with himself 

52b "Ieri il dottore ha visitato pro nudi per la prima volta. 
yesterday the doctor has examined naked (masc pI) for the first time 

We need to account for the restriction on the features and the interpreta­

tion of object pro in Italian. Let us relate this issue to the general question 
of the licensing and identification of pro. We have assumed that subject pro 
is licensed because it is governed by the relevant licenser, INFL. We have also 
proposed that the feature content of subject pro is recovered via the AGR 
features of INFL, which is rich in Italian. (43) implies, though, that heads 
other than I(NFL) might also be licensers of pro. Rizzi proposes that 'the 
licensing of pro in object position can now be viewed as another instantiation 
of the licensing schema: in Italian, V belongs to the licensers of pro, in English 
it does not' ( 1986a: 519) .  

In addition to being licensed, pro must also be identified: its content must 
be recovered. In the case of subject pro, the AGR features of INFL identify 
pro. For the identification of verb-governed pro, Rizzi proposes that its 
content is established through a mechanism of arb assignment, which will 
associate the arbitary interpretation with pro: 

53 Arb interpretation 
Assign arb to the direct theta role. 
(Rizzi, 1986a: 521 )  

I f  arb in Italian is associated with the features [+Masculine, +Plural), as 
shown in (48), then we expect that non-overt objects, which are assigned arb, 
should have these features. 

To summarize: V can license pro in the object position in Italian. In English 
this is not possible. the recovery of the content of object pro in Italian is due 
to a rule of arbitrary interpretation.IO 

10 Rizzi (1986a) provides a discussion of further constraints of V as a licenser of pro. 
For a slightly different analysis see also Autbier (1989b) and (1992). Based mainly 
on French data, Authier stresses the role of Tense in determining the arbitrary 
reading of the null objects. 



An Inventory of Empty Categories 

4 Non-overt Antecedents of 'Wh-movement 

463 

In this section we return to wh-movement. Based on data from English and 
from Portuguese we will see that sometimes the antecedent of wh-movement 
can be non-overt. 

4. 1 Relative Clauses 

4.1.1 EMPTY OPERATORS AND OBJECT RELATIVES 

In chapter 7 we discussed the derivation of relative clauses. Consider: 

54a This is lNP the man [cp whom fn, John claims [cp that lIP he will 
invite JJJ)). 

54b ·This is [NP the man [cp whom lIP John made lNP the claim [cp that lIP 
he will invite]]]]]]. 

54c ?This is [NP the man £er whom hp John wondered [cp when lIP he will 
invite ]JJJ] .  

Based on subjacency effects we assume that relative clauses are derived by 
wh-movement. The S-structures of the sentences in (54) are gi,ven in (55). We 
indicate subjacency violations by means of the diacritic # on the relevant 
bounding nodes: 

55a This is [NP the man le, whomj [IP John claims [ep t'j that lIP he will invite 
ta]]]] · 

55b "This is [NP the man £er whomj [IP John made [NP the claim b t'j that 

[IP he will invite ta))]]]. 
# # 

55c ?This is [NP the man £erl whOIll; [IP John wondered [CP2 when [IP he will 

invite tJU11. 
# # 

But there are other types of relative clauses which we have not discussed so 
far. (56a) is an example: 

56a This is [NP the man [CPI that lIP John claims [CPl that lIP he will invite])]]]. 
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In (56a) CP! is a relative clause: it modifies the N man. However, at first sight 
it is not clear that wh-movement is involved: there is no overt wh-element in 
the structure. On the other hand, the theta criterion forces us to postulate a 
non-overt element in the object position of invite in (56a) . 

56b This is [NP the man [CPI that [IP John claims b2 that [IP he will invite 
e]]]]] . 

The question arises of what kind of empty category e could be. From the 
discussion so far there is not much choice. The non-overt element is governed 
by V, hence PRO is excluded, since PRO must be ungoverned. Invite is an 
active verb, it case-marks the NP in the [NP, V'] position. This means that 
e cannot be NP-trace either, NP-traces being typically caseless. This leaves us 
with two options: pro or wh-trace. The former is also excluded since V does 
not license object pro in English (cf. the preceding discussion in section 3.4). 
This would lead us to conclude that e is a wh-trace, and we would have to 
postulate that in (56) the antecedent of the wh-trace is non-overt. We repre­
sent the non-overt antecedent of a wh-trace by OP, for non-overt operator, 
or empty operator. The relevance of the term operator will become clear in 
chapter 9. OP is like an overt wh-constituent: it moves from the VP-internal 
base position to [Spec, CP!] .  In order to avoid subjacency violations, it will 
have to move via the intermediate [Spec, CP2] , where it will leave a trace t';. 

56c This is [NP the man bl OP; that [IPI John claims [en t'; that lwz he will 
invite tJ]]]]. 

If the non-overt element in the relative clauses in (56) is created by moving 
an empty operator, then we expect that this movement gives rise to subjacency 
effects, parallel to those encountered for the movement of overt wh-phrases. 
The data in (56d) and (56e) parallel those in (54b) and (54c) and confirm this 
prediction. (56d) violates the complex NP constraint, in (56e) the non-overt 
operator is extracted from a wh-island. 

56d *This is [NP the man b OP; that [IP John made [NP the claim b t'; that 

[IP he will invite t;]]]])] .  
# # 

56e ?This is [NP the man b OP; that [IP John wondered b when lw he will 
# # 

invite t;)]])] .  
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OP is another non-overt element. The literature is not very explicit about its 
properties (cf. Authier, 1989a; Contreras, 1993; Jaeggli, 1981;  Lasnik and 
Stowell, 1989). Below we illustrate some further uses of the zero operator. 
Consider the following example: 

57a This is [NP the man hI lwl John claims hz that [IPZ he will invite]]]]]. 

In (57a) is closely similar to (56a). The only difference is that the com­
ple1l'\entizer that is absent in (57a) and it is present in (56a). We do not need 
to say anything specific about an example like (57a). We know that the 
complementizer that can delete in English: 

58a I think that Poirot is a decent detective. 
58b I think Poirot is a decent detective. 

We will assume that the analysis of (57a) is like that of (56fl), except that in 
(57a) the complementizer is non-overt. 

57b This is [NP the man [cp OPi [e" 0] [IP John claims h t'i that [IP he will 
invite ti]]]]] . 

Under this analysis the decrease in acceptability ,of (57c) and (57d) is due to 
subjacency effects: 

57c "This is the man John made the claim that he will invite. (cf. (55b» 
57d ??This is the man John wondered when he will invite. (cf. (55c» 

4. 1 .2 SUBJECT RELATIVES 

In section 4.1 . 1  we have discussed object relatives, i.e. relative clauses in 
which the moved element, the antecedent, is the object of the relative clause. 
Let us now turn to subject relatives. 

59a This is the letter which will surprise Poirot. 
59b This is the letter that will surprise Poirot. 

Adopting our analysis developed so far there are two options for the S­
structure of (59a) depending on whether we assume that the relative pronoun 
which moves vacuously to [Spec, CP] or not: 
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60a This is the letter let whic� [u. t; will surprise Poirot]]. 
60b This is the letter [a [u. which will surprise Poirot]].  

We shall adopt (60a) here. Recall that traces are subject to the ECP. In (60a) 
the trace of the subject is governed by the antecedent which. Let us turn to 
(59b).  We assume that a non-overt operator has moved to (Spec, CP) : 

61a This is the letter let OP; that [u. t; will surprise Poirot]].  

The S-structure (61a) raises important questions. At first sight, the configur­
ation in (61a) is exactly like the one which we explicitly excluded by the that­
trace filter, and which we have shown to be ruled out by the more general 
ECP. According to our discussion the trace in the subject 'position in (61a) 
cannpt be properly governed by its antecedent (here OP;) because there is an 
intervening complementizer that. 

In order to account for the grammaticality of (61a), Pesetsky (1982: 306) 
proposes that a special coindexation mechanism be invoked for this construc­
tion. This mechanism would have the effect of collapsing the empty operator 
in [Spec, CP] and the adjacent complementizer into one constituent which has 
all the relevant features of the operator: 

62 Complementizer contraction (English) 
OP; that � that; 

As a result of the contraction (62) the S-structure of (61a) is as in (61b): 

61b This is the letter let that; [u. t; will surprise Poirot]]. 

By virtue of the contraction with OP;, that; will now be able to govern the 
�race in the subject position. (62) captures the intuition that the element that 
in relative clauses functions like a relative pronoun: it seems to unite the 
properties of C and of the OP in [Spec, CP]. Observe that that can only receive 
an index from the operator in [Spec, CPl. (62) does not apply when that has 
an intermediate trace as its specifier: 

63a ·This is the letter that John said that would surprise Poirot. 
63b ·This is the letter letl OP; that £n.. John said [CPl t/; that Ln t; would 

surprise Poirot]]]]. 
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63c Complementizer contraction 
·This is the letter b, tha� [u" John said £ePl t'; that Ln � would surprise 
Poirot]]]]. 

Complementizer contraction may apply to the complementizer that of CP1, 
but this does not save the sentence. The trace in the subject position of IP2 
is not properly governed. The complementizer that of CP2 continues to block 
antecedent-government from the intermediate trace in [Spec, CP2]. (62) does 
not apply to the sequence t� -that in CP2. 

Pesetsky (1981)  argues that similar mechanism of complementizer con­
traction can be used to account for the que/qui alternation in the following 
French examples: 

64a l'homme que Maigret a arrete 
the man that Maigret has arrested 

64b l'homme que je pense que Maigret a arrete 
the man that I think that Maigret has arrested 

65a ·l'homme qu'a ete arrete 
the man that has been arrested 

65b l'homme qui a ete arrete 
the man who has been arrested 

65c ·l'homme que je pense qu'a ete arrete 
the man that I think that has been arrested 

65d l'homme que je pense qui a ete arrere 
the man that I think who has been arrested 

Que is the French equivalent of English that. For the S-structure represen­
tations of (64) we adopt the null operator analysis: 

66a l'homme [cp OP; que [u, Maigret a arrete tJ] 
66b l'homme la OP; que [u, je pense [cp t'; que [u, Maigret a arrete tJ111 

(65i) and (65c) contain ECP violations. Consider the S-structures in (67): 
r 

67a ·l'homme la OP; que [u, t; a ere arrCte t;]] 
67b ·l'homme [cp OP; que [u, je pense [cp t'; que [u, t; a ete arrete tJ]]] 

The trace in the subject position of the lowest clause is not properly gov­
erned: the intervening complementizer que governs the subject and, being a 
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closer governor by minimality, que prevents antecedent-government by the 
non-overt operator in [Spec, CP). In (67) we have also indicated the trace of 
NP movement in the complement position of arrete. Needless to say, this trace 
is properly governed by the verb and poses no particular problems. 

(65b) and (65d), conversely, are grammatical. The only difference between 
these examples and the ungrammatical pendants (65a) and (65c) is that que 
is replaced by qui. Pesetsky (198 1 :  308) proposes that the replacement of que 

by qui is the overt reflex of the application of complementizer contraction in 
French: 

68 Complementizer contraction (French) 
XP; que -+ qui;l __ [JPt; 

The effect of (68) is like that of the English contraction ' given in (62): it 
collapses a complementizer and an adjacent index-bearing element in its 
specifier. But (68) differs from (62) in some respects. (68) only applies to a 
complementizer adjacent to a subject-trace which is coindexed with a con­
stituent XP in its specifier. In this sense (68) is more restrictive than (62). (68) 
is less restrictive in that it applies both to a sequence of an operator followed 
by que and of an intermediate trace followed by que. The S-structures of the 
grammatical sentences are given in (69). 

69a l'homme £er qui; £JP t; a ete arrete t;)) 
69b l'homme £er OP; que £JP je pense £er qui; £JP t; a ete arrete t;)])] 

As the reader can verify for himself, (68) applies in both examples. In (69b) 
the contraction applies to the lower C, the higher que is not adjacent to the 
subject-trace, hence is not affected. As a result of the application of (68) the 
subject-traces in (69) will be properly governed. The alternation between que 
and qui in French is referred to as the que/qui alternation; the complementizer 
contraction rule (68) is sometimes referred to as the que/qui rule. 

4.2 Null Operators in Infinitivals 

4.2.1 INFINITIVAL RELATIVES 

Consider the following sentences: 

70a I need a man whom I can love. 
70b I need a man that I can love. 
70c I need a man to love. 
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The derivation of (70a) is straightforward. Its S-structure is given without 
discussion in (71a): 

71a I need [NP a man fer whom; I:u> I can love t;]]]. 

(70b) is equally unproblematic: we assume that the null operator OP; has been 
wh-moved: 

7tb I need [NP a man fa OP; that [IP I can love 11]]] ·  

(70c) is an example of an infinitival relative. We posit that analogously to the 
previous examples the object of love is a null operator that has been moved. 
In addition, the infinitival clause has a null element as its subject which we 
identify as PRO. PRO is controlled by the main clause subject I. 

71c I; need a man fa OP; [IP PRO; to love til l . 

4.2.2 INFINITNAL ADJUNCTS 

Another construction for which the null operator hypothesis has been 
advocated is given in (72): 

72 John is too stubborn to invite. 

The infinitival clause expresses a purpose. (72) is parallel in .structure to (73) :  

73a John is too stubborn fa for I:u> us to invite him]]. 
73b John is too stubborn fa for [IP us to invite]] . 

. 

In (73a) the exfernal argument of invite is us, the subject NP, and the internal 
argument is him, the direct object NP. For (73b) we assume that the comple­
ment of invite is a null element which is both governed and case-marked. The 
most obvious hypothesis is that it is a wh-trace, i.e. that it is an A'-bound zero 
element. 

74 John; is too stubborn fa OP; for I:u> us. to invite t;ll .  
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The reader can check for himself that it will not do to argue that the null 
element in the object position of invite is PRO because this would violate the 
anti-government condition o!.'l PRO. The NP-trace option is equally unlikely. 
On the one hand, the null element is assigned ACCUSATIVE case and NP­
traces are case less. On the other hand, if the null element were identified as 
an NP-trace it would be subject to Principle A of the binding theory: it would 
have to be bound in its GC. The GC for the NP in the object position of 
invite is the lower clause: it contains both a governor (invite) and a subject 
(us). It follows that if we�identified the null complement of invite as an NP­
trace, this trace would be A-free and hence it would violate Principle A of the 
binding theory. An English V does not license pro. 

On the analogy of the sentences in (73 ) with that in (72) it is reasonable 
to postulate that both the subject and the object in (72) are non-overt cat­
egories. The subject of the infinitive is PRO; the object will be assumed to be 
a trace coindexed with a moved zero operator: 

. 

75 John; is too stubborn la OP; k PRO to invite t;]] .  

The hypothesis that movement is involved in (74 = 73b) and (75 = 72) and 
not, of course, in (73a), can be tested if we check for subjacency effects: 

76a John is too stubborn for us to even wonder when to invite him. 
76b "John is too stubborn for us to even wonder when to invite. 
76c "John is too stubborn to even wonder when to invite. 

4.2.3 PRINCIPLE C AND OPERATOR BINDING 

One potential problem has to be tackled here. We have seen that traces of 
wh-movement are like R -expressions and hence subject to Principle C of the 
binding theory: they must be free everywhere. In fact, Principle C appears at 
first sight to be violated in both (74) and (75) where the trace of the moved 
operator is coindexed with John;, a c-commanding NP in an A-position. 

In his discussion of such examples Chomsky (1986a) proposes that Prin­
ciple C be reformulated as follows: 

77 Principle C 
a An R-expression must be A-free in the domain of its operator. 
b An R-expression must be A-free. 
(Chomsky, 1986a: 86) 
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The term operator can be taken to be equivalent to the head of an A' -chain. 
Principle C is now stated. as a disjunction: it contains two clauses either of 
which will apply. First, we apply clause (77a): it will apply to all R-expres­
sions which are operator-bound, i.e. it applies to traces of movement. If (77a) 
does not apply, i.e. when the R-expression is not bound by an operator, we 
apply (77b).11 

4.3 Null Objects in Portuguese 

Consider the following examples from European Portuguese (Raposo, 1986): 

78a A Joana viu-o na televisao ontem de noite. 
Joana saw him on television last night 
'Joana saw him on television last night.' 

78b A Joana viu na televisao ontem de noite. 
78c Jose sabe que Maria 0 viu. 

Jose knows that Maria him saw 
'Jose knows that Maria saw him.' 

78d Jose sabe que Maria viu. 

In (78a) and in (78c) the verb viu ( 'see') takes two arguments, one realized 
by the subject NP, the other by the object clitic 0, an element associated with 
the inflected verb. (78b) and (78d) are problematic: the external argument is 
realized by the subject NP, but there is no overt direct object NP. The object 
of viu is 'understood', both in (78b) and in (78d). (78b) and (78d) mean 
roughly the same as (78a) and (78c) respectively: the complement of viu 
is 'him', 'her', 'it' or 'them'. It is the specific entity which is salient in the 
context of the discourse and is sometimes referred to as the discourse topic. 
Following the reasoning adopted so far, it seems natural to assume that there 
is a non-overt object in (78b) and in (78d). The representation of these 
sentences would then be as in (79): 

79a-'i A Joana yiu e na televisao ontem de noite. 
79b Jose sabe que Maria viu e. 

The question arises what kind of empty category this null object could be. 
PRO is an unlikely candidate: PRO must be ungoverned and the [NP, V1 
11 For further revisions of Principle C the reader is referred to Chomsky's own 

discussion (1986a: 98). 
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position is governed by V. NP-trace is also unlikely. The trace of NP-move­
ment is subject to Principle A of the binding theory: it must be bound in its 
governing category. In (79a) the non-overt object of viu is not bound by Joana. 
Similarly in (79b) the non-overt object is not bound by Maria. We might think 
that the non-overt element is pro. Recall that pro is found in the subject position 
of languages with rich agreement in INFL, and also in the object position (cf. 
discussion in section 3 above). Again, though, it is unlikely that-the non-overt 
category in (79) could be equated with the non-overt pronoun. Consider, for 
instance, the sentences in (80): 

80a Joaoj disse [cp que [IP prOj viu 0 Pedro]] .  
Joao said that pro saw-3sg Pedro 
'Joao said that he saw Pedro.' 

80b JoaOj disse b que [IP Pedro viu �/.a]. 
Joao said that Pedro saw e 
'Joao said that Pedro saw him.' 

Portuguese is like Italian in that it has non-overt subject pronouns. This is 
illustrated in (80a). The non-overt subject of the embedded clause can be 
coreferential with the matrix subject. This is as expected. We know that pro 
has the feature matrix [-anaphoric, +pronominal]: by Principle B of the 
binding theory, it must be free in its governing category, here the embedded 
clause. Joao is outside the governing category and hence can bind pro. In (80b) 
we see that the non-overt object cannot be coreferential with the matrix 
subject. This suggests strongly that the non-overt object is not subject to 
Principle B, rather the non-overt object is apparently subject to Principle C: 
it must be free everywhere. An empty category which is subject to Principle 
C is a wh-trace. This leads us to propose that the non-overt object in the 
Portuguese sentences we are examining is a wh-trace bound by a non-overt 
antecedent. The examples in (78b) and (78d) are then another illustration of 
the null operator construction (for additional arguments cf. Raposo, 1986; 
Rizzi, 1986a). 

81a [ep OPj [IP A Joana viu tj na televisao ontem de noite]] .  
81b b OPj lIP Jose sabe que Maria viu tj]]. 

We assume that OP functions as a non-overt topic operator. The non-overt 
topic construction is not exclusive to Portuguese. Campos (1986) shows that 
the analysis proposed for Portuguese also applies to Spanish. Huang applies 
a similar analysis to non-overt objects in Chinese and to certain constructions 
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in German (Huang, 1984: 546f£.). The non-overt topic operator is not avail­
able in English: the English equivalents of (78b) and (78d) are ungrammatical. 
Whether a language has a non-overt topic or not seems to be a matter of 
parametric variation (cf. also Huang, 1984, 1991)  and Authier (1989a,b). 

5 Parasitic Gaps 

5. 1  Description 

This section deals with a quite unusual construction which has been the 
subject of much discussion in the literature. 

82a Poirot is a man whom you distrust when you meet. 
82b Poirot is a man that anyone that talks to usually likes. 

We focus solely on (82a). The analysis carries over to (82b). (82c) contains 
a complex relative clause with two v_erbs: distrust in the higher clause and 
meet in the time clause. Both verbs are two-place predicates which assign an 
external and an internal theta role. The question that we ask here -is: how are 
the internal arguments realized? Adopting our by now familiar strategy we 
assume that the complements of the verbs are null elements: 

83 Poirot is a man Icp whom lIP you distrust et la when Iw you meet e�]]] .  

Let us try to identify the type of null element represented by et and e2 
respectively. Both es in (83)  occur in a governed position in which they are 
assigned ACCUSATIVE case. The most plausible option is to say that they 
are wh-traces. For et this is reasonable enough: et would be a trace co­
indexed with whom exactly like in (84): 

84 Poirot is /'a man la whomj lIP I distrust tJ] .  

e z  is problematic. If it  is coindexed with an antecedent relative pronoun, 
then where is the pronoun? As far as the meaning goes, ez is interpreted as 
coreferential with et . One might want to say that, like el, e2 is bound by whom, 
but this hypothesis raises problems. 
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On the one hand, extraction from adverbial clauses introduced by when 
normally leads to subjacency effects: 

85 "Poirot is a man whom I yawn [when I see]. 

In addition the hypothesis that whom is the antecedent of e2 and of e1 means 
that it is the antecedent of two empty categories. But it is not possible to 
argue that one element, whom, has been moved from the two distinct posi­
tions indicated by e. Whom should have one and only one D-structure 
position, either the position of el or that of e2. 

An interesting observation is that e2 in some sense depends for its existence 
on the presence of el. When we eliminate e1 from the sentence, replacing it 
by a pronoun for instance, the sentence becomes less acceptable: 

86 "Poirot is a man b whOIll; LP you distrust him [cp when LP you meet 
ti]]]] · 

In (86) whom has been extracted from the when-clause, producing subjacency 
effects analogous to those in (85). 

Non-overt elements like e2, which depend for their existence on the pres­
ence of another null element have been labelled parasitic gaps. A parasitic gap 
is a null element whose presence must be licensed by another gap in the 
sentence.12 

In the literature various proposals have been formulated to account for the 
occurrence of parasitic gaps and to identify the type of null element we are 
dealing with. It is not our purpose here to discuss all the analyses that have 
been proposed in detail. We shall merely introduce two different options that 
have been adopted in the literature. 

5.2 The PRO Hypothesis 

Given that whom in our example (83) can only be extracted from one of the 
empty positions, say eh and hence fill the corresponding position at D­
structure, it is assumed that the position of the parasitic gap, say e2, is occupied 
by a theta-marked empty category at D-structure. So far we have been assuming 

\2 Parasitic gaps were first discussed by Engdahl (1983) and Taraldsen (1981) .  See 
also Brody (1993b), Chomsky (1982, 1986b), Kayne (1989), Manzini (1993) and 
Safir (1987) for discussion. 
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that in English null elements present at D-structure are associated with the 
feature matrix [+pronominal, +anaphor], i.e. PRO for short. 

It has been proposed In the literature that the parasitic gap el is PRO. PRO 
in (87a) would be controlled by the object of distrust. We represent this 
referential dependency by coindexation. For our purposes it is irrelevant 
whether PRO is already coindexed with whom at D-structure, or whether it 
gets coindexed at S-structure only. Remember that the anti-government con­
dition on PRO does not apply at D-structure. 

87a Poirot is a man b In> you distrust whom; b when In> you meet e2m). 
= PRO; 

At S-structure whom moves to [Spec, CP] and leaves a trace. 

87b Poirot is a man b whom; In> you distrust t; b when In> you meet e�m. 
"PRO/l:; 

Let us turn to e2 in (87b). It is a null element which is governed, and which 
is assigned ACCUSATIVE. Being governed, el cannot be PRO. Through the 
index i e2 is A'-bound by whom;. At S-structure e2 is an A'-bound empty 
category, i.e. it is like a wh-trace. 10 the literature elements that are A' -bound 
are often referred to as variables as we shall see in chapter 9. . 

The analysis outlined here has one important property: it allows for an e 
to be identified .as one type of NP at D-structure and as another at S-struc­
ture. At D-structure the features of el would have been [+Pronominal, 
+Anaphor], at S-structure they are [-Anaphor, -Pronominal]. 10 other words, 
the referential features of an NP are allowed to change. One might expect, 
contrary to fact, that other features could change between D-structure and S­
structure: agreement features, tense features or categorial features (see chapter 
2), for instance. Chomsky (1986b: 17) proposes that features assigned at 
D-structure remain constant. This is a strong argument against the PRO 
hypothesis as described here. 

The hypothesis that e2 is [-anaphor, -pronominal] at S-structure predicts 
,coq;��dy that p,arasitic gaps are subject to Principle C of the binding theory 
and therefore must not be A-bound. 

88 "Poirot is a man b who; In> t; runs way [when [you see elJ)]]. 

(88)  illustrates a property that was discovered early on in the discussion of 
parasitic gaps: the so called anti-c-command condition on parasitic gaps. The 
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coindexed trace must not c-command the parasitic gap (88)  nor must the 
parasitic gap c-command the coindexed trace (89). 

89 "Poirot is a man [ep whoj £n. eZi runs way [when [you see tJ]]). 

(89) violates the subjacency condition on movement and in addition the 
trace in the lower clause, itself [-anaphor, -pronominal], violates Principle C 
of the binding theory. 

5.3 Parasitic Gaps are Traces 

In Chomsky (1986b: 55) examples analogous to the following are discussed. 

90 Poirot is a man whoj I interviewed tj before 
(a) hiring e. 
(b) deciding to hire e. 
(c) ?wondering whether to hire e. 
(d) "wondering when to hire e. 
(e) "announcing the plan to hire e. 
(f) "expecting the announcement that they would hire e. 
etc. 

In (90) we adopt the hypothesis that who has been extracted from the object 
position of interviewed leaving a trace in its base-position. The gap in the 
object position of hire marked by e is a parasitic gap. 

While (90a) and (90b) are fully acceptable, the other examples degrade in 
acceptability. The decrease in acceptability in (90) is strongly reminiscent of 
subjacency effects illustrated in (91): 

91a Which detective did you hire? 
91b Which detective did you decide to hire? 
91c ?Which detective did you wonder whether to hire? 
91d "Which detective did you wonder when to hire? 
91e "Which detective did you announce the plan to hire? ._ 

91£ "Which detective did you expect the announcement that they would 
hire? 

We shall not go through all the examples here. The reader can verify the 
impact of the subjacency condition for himself. In (91) subjacency effects are 
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entirely expected. These examples illustrate wh-movement in a straight­
forward way. 

But if parasitic gaps show subjacency effects then we are forced to con­
clude that they are also traces of movement. The question stated earlier 
reappears: what is the antecedent of the parasitic gap? Which element has 
been moved from the object position of hire giving rise to subjacency effects 
in (90) ? 

In our earlier discussion one option that we blatantly failed to explore is 
that parasitic gaps are traces of empty operators, the null element represented 
as OP and discussed above. This is the option taken in Chomsky (1986b). 
(90a) is assigned the D-structure in (92a) and the S-structure (92b): 

92a Poirot is a man [cp LP I interviewed who; [before [cp [IP PRO hiring 
OPj]J]]]. 

92b Poirot is a man [cp whoi [IP I interviewed t; [before [ep OPj lIP PRO hiring 
tjJ]]]]. 

On the basis of the analysis proposed here the subjacency effects in parasitic 
gap constructions are entirely expected. 

The proposal developed ' means that -sentences with parasitic gaps contain 
two A'-chains: in (92b) one chain is composed of who; and its trace; the second 
is composed of OPj and its trace. Chomsky (1986b: 63) proposes that for the 
correct interpretation of the parasitic gap and its operator, the two chains are 
united in a process of chain composition: 

93 Chain composition 
,If C = <XI' . . x,,> is the chain of the real gap and C' = <bl • • .  bm> is the 
chain of the parasitic gap, then the 'composed chain' <C, C'> = <XI,' . .  Xn, 
bl • • •  bm> is the chain associated with the parasitic gap construction and 
yields its interpretation. 

The�!+.. :chain containing the parasitic gap will be assigned an interpretation 
by virtue of entering into a composed chain with the A'-chain of the real gap. 
If there is no real gap in the sentence the chain containing the parasitic gap 
will be uninterpreted and the sentence will not be grammatical. One of the 
components that will be part of the licensing conditions of parasitic gaps will 
be to define the conditions on chain composition. This is discussed in detail 
by Chomsky (1986b: 54-68) and the reader is referred to the discussion 
there. 
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5.4 Conclusion 

In section 5.2 and 5.3 we have compared two accounts of par!lSitic gaps: the 
PRO hypothesis and the trace hypothesis. Given that parasitic, gaps show 
subjacency effects, the latter hypothesis is preferable. 

The study of parasitic gaps is important not only because we are dealing 
with a rather complex phenomenon but also because of the marginal status 
of the data we are looking at. If we accept the account proposed here then 
parasitic gaps, though marginal, follow completely from principles estab­
lished independently for the grammar. In other words we do not need a 
special component in our grammar to deal with such relatively marginal 
phenomena. Given that the properties of parasitic gaps are derived from 
principles of our grammar which are established independently, the child will 
not have to be exposed to actual parasitic gap sentences to acquire theii 
properties. Rather, the properties of parasitic gap sentences follow from 
the grammar as it is. Indeed, given our grammar, parasitic gaps 'must' be 
possible.13 

6 Summary 

In this chapter we first give an inventory and description of all the null 
elements posited in previous chapters and their licensing conditions. 

la PRO, characterized by the feature matrix [+Anaphor, +Pronominal), must 
not be governed. Its content is determined by control theory. 

Ib Traces, which are [-Pronominal), are subject to empty category princi­
ple: ECP. 

2 ECP 
Traces must be properly governed. 
A properly governs B if and only if A theta-gove.t"JlS B or A antecedent­

governs B. 
A theta-governs B if and only if A governs B and A theta-marks B. 
A antecedent-governs B if{ A governs B and A is coindexed with B. 

13 For a discussion of the leamability of parasitic gaps see also Chomsky (1982: 39). 
This work should be accessible to the reader at this point. 
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Government is defined as in (3) and contains the minimality condition (4): 

3 Government 
A governs B if and only if 

(i) A is a governor; 
(ii) A m-commands B; 

(iii) no barrier intervenes between A and B; 
(iv) minimality is respected. 
where governors are: (a) heads; 

(b) coindexed XPs. 

4 Minimality 
A governs B if{ there is no node Z such that 

(i) Z is a potential governor for B; 
(ii) Z c-commands B; 

(iii) Z does not c-command A. 

The content of traces is determined by their antecedents. 
In addition we have identified the non-overt pronominal pro. The occur­

rence of pro is subject to parametric ·variation. The licensing conditions of 
pro are given in (5): 

S· The pro-drop parameter 
Sa pro is governed by XO y; 
Sb Let X be the licensing head of an occurrence of pro: then pro has the 

grammatical specification of the features on X coindexed with it. 

We also discuss movement of null operators in various types of clauses 
(relatives, infinitival relatives, purpose clauses). The final section of the chap­
ter describes the parasitic gap phenomenon which can also be interpreted as 
involving ;a null operator construction. 

�!f-... 

7 ExerciS'es 

Exercise 1 

Another example of complementizer contraction with Qvert reflex is 
found in West Flemish, a dialect of Dutch which seems to have a type 
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of rule similar in its domain of application to the French rule but with 
optional overt reflex. We invite the reader to work out the syntactic 
representations of the sentence and the formulation of the comple­
mentizer contraction rule.14 

1 a  den vent da Valere gezien eet 
the man that Valere seen has 

1 b  den vent da Jan zeid da Valere gezien eet 
the man that Jan said that Valere seen has 

1 c  den vent dad ier geweest eet 
the man that here been has 

id den vent die ier geweest eet 
the man who here been has 

1e den vent da Jan zei dad ier geiNeest eet 
the man that Jan said that here been has 

11 den vent da Jan zei die ier geweest eet 
the man that Jan said who here been has 

19 *den vent die Jan zei dad ier geweest eet 
the man who Jan said that here been has 

1 h  *den vent die Jan zei die ier geweest eet 
the man who Jan said who here been has 

Exercise 2 

In our discussion of (1 ) below we have assumed that the subject of the 
infinitival clause is PRO and that the object is a trace bound by an 
empty operator: 

1 II need a man [ep OPj [IP PR01 to love tJl· 

We now ask the reader to work out why it would not be possible to 
argue that the empty operator is in the subject position at D-structure 
and is subsequently moved to the [Spec, CPl, while a null element 
PRO is generated in the object position where it remains throughout 
the derivation: 

2 *11 need a man [ep OP1 �p � to love PROJl. 

14 For discussion of the West Flemish data see Bennis and Haegeman ( 1984) and 
Rizzi (1990a). Da and dad are variants of the complementizer da ('that'). 
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Exercise 3 

Consider the representation (1 ) below and discuss why it is not al­
lowed in our grammar. 

'Poirot is a man [cp whoml [IP you distrust � [cP when [IP you meet 
tJ]]]. 

Exercise 4 

Consider text example (82b), which we left undiscussed. 

82b Poirot is a man that anyone that talks to usually likes. 

In the light of the preceding chapter discuss the D-structure and the 
S-structure representations of this sentence. 

Text examples (82a) and (82b) are the two typical instances of para­
sitic gap constructions: in (82a) the gap occurs in an adjunct clause, 
in (82b) it occurs inside a subject. 

Exercise 5 

Consider example ( 1 ). It was argued in chapter 6 section 4.5.2 that this 
example was a violation of the BT, the trace of John not being bound 
in its GC. Consider whether other principles of the grammar can be 
used to rule out the example: 

1 • John seems that it is likely to resign. 

Exercise 6 
.. �.::. 
In the textrwe have proposed that the non-overt object in Italian (1 a) 
is pro, while the non-overt object in Portuguese (1 b) is a trace of a zero 
operator: 

1 a Questo conduce pro a conclud�re quanto segue. 

this leads to conclude what follows 
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1 b  [ep OP1 [IP A Joana viu � na televisao ontem de noiteD. 
Joana saw on television last night 

Consider to what extent the following data can be used in support of 
these hypotheses: (2) is from Portuguese, (3) is from Italian: 

2a *Quando e que Joao vai oferecer a Maria. 
when is Joao going to offer to Maria 

2b Para qual dos filhos e que Maria comprou? 
for which of the children did Maria buy it 
(cf. Rizzi, 1 986a: 513) 

3a Non so come questa musiea possa riconciliare con se stessi. 
non know (1 sg) this music could reconcile with oneself 
'I don't know how good music could reconcile one with oneself.' 

3b Non so come queste parole possano condurre a concludere quello. 
non know (1 sg) how these words could lead to conclude that 
'I don't know how these words could lead one to conclude that.' 

Exercise 7 

In chapter 3, section 4, we discussed the following German example, 
which was a problem for the adjacency requirement on case assign­
ment: 

1 a dass Poirot diesen Roman gestem gekauft hat. 
«44a) of chapter 3) 

that Poirot this novel yesterday bought has 

In (1 a) the direct object NP diesen Roman is not adjacent to the 
transitive verb gekauft ('bought'); if the direct object NP is assigned 
case by the transitive verb then (1 a) should lead to a violation of the 
adjacency condition on case assignment. (1 a) has a variant where the 
direct object is adjacent to the verb. 

1 b dass Poirot gestern diesen Roman gekauft hat 
(ct. (44b) chapter 3) 

that Poirot yesterday this novel bought has 
'that Poirot bought this novel yesterday' 
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We proposed that in fact (la) is related to (l b) by movement: the 
object NP diesen Roman has been moved leftward in (l a), leaving a 
trace in its base position: 

1 c dass Poirot diesen Romani gestem � gekauft hat 

The movement of the object NP within a clausal domain is referred to 
as scrambling. The question arises whether the movement of the 
object in (lc) is A-movement, i .e . like NP-movement, or A'-movement, 
like wh-movement. Consider also the following example: 

2 Ich habe diesen Roman ohne zu lesen weggeworfen. 
I have that novel without to read away thrown 
'I threw the novel away without reading it.' 
(Frank, Lee and Rambow, 1 992: (47». 

To what extent can (2) offer evidence for the nature of the movement 
in (lc)? For discussion of scrambling the reading is referred to the 
literature (Bennis and Hoekstra, 1 984; Frank, Lee and Rambow, 1 992; 
Grewendorf and Stemefeld, 1 989; de Haan, 1 979; Haegeman, 1 992; 
Koster, 1 978a; Stechow and Stemefeld, 1 988: 452-n; Uszkoreit, 1 987: 
1 51-60). 

-

,r 
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Introduction and Overview 

50 far we have mainly been looking at the formal properties of sentences and 
we have paid relatively less attention to their interpretation. This chapter 
focuses on matters of sentence interpretation. We shall see that for the 
appropriate representation of the interpretation of quantifiers and of wh­
phrases we have to postulate a level of representation in addition to D­
structure and 5-structure. This level of representation is referred to as 'Logical 
Form' or LF. The transformation move-a maps S-structure onto LF. Quan­
tifier raising and wh-raising are instantiations of move-a which map S­
structure onto LF. 

We shall consider in some detail the cross-linguistic variation in the imple­
mentation of wh-movement: in some languages it must apply as early as S­
structure, in others it applies only at LF; in some languages multiple movement 
is allowed (and even obligatory) at S-structure, in others multiple movement 
is not possible at S-structure but it do� apply at LF. 

The level of LF is a syntactic level of representation in the sense that it is 
subject to the ECP, a condition which we h"ve seen to apply also at S­
structure. We will provide a more detailed account of the application of the 
ECP and we will offer evidence to support the hypothesis that all traces, 
including intermeoiate traces, are subject to the ECP. 

Having introduced an additional level of representation, LF, we reconsider 
the level of application of the binding theory. It will tum out that in certain 
cases binding properties of the sentence can be computed directly on S­
structure; in: other cases, the moved constituent apparently has to be placed 
back in its base-position; and in a third type of example the moved constitu­
ent has to be lowered into an intermediate landing site in order to create 
the appropriate configuration for binding. This phenomenon of lowering a 
phrase to its base-position or to an intermediate landing site is referred to as 
reconstruction. 

Wl';�lso turn fO the interpretation of existential constructions and to the 
Principle of Full Interpretation which requires that LF only should contain 
elements that are legitimate at that level. 

Section 1 introduces the level of LF and the notion of quantifier raising. 
Section 2 discusses wh-movement and its application at LF. Section 3 focuses 
on the application of the ECP. Section 4 deals with reconstruction and sec­
tion 5 deals with scope reconstruction, and with the interaction of the scope 
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of wh-constituents and of quantifiers. Section 6 deals with the Principle of 
Full Interpretation. 

1 The Interpretation of Quantifiers 

1.1 Some Concepts from Logic 

Consider the following sentences. 

la George saw WiIliam. 
Ib George saw everyone. 
lc George saw every policeman. 
Id George saw someone. 
le Everyone saw someone. 

The interpretation of (la) is straightforward: the subject NP George and the 
object NP William each pick out a referent from the universe of discourseJ 
and the predicate see establishes a relation between these entities. In the nota� 

tion of formal logic the interpretation of (la) would be represented roughly 
as in (2a) :  

2a S (gw) 

where S is the predicate 'see', and g and w represent the arguments, 'George' 
and 'William' respectively. We do not go into the representation of past 
tense. 

(lb) contains a quantifier, everyone. One might try representing the inter­
pretation of (lb) by means of (2b), by analogy to (2a): 

2b S (ge) 

where e would stand for 'everyone'. However, this representation misses an 
important property of quantifiers like everyone. Quantifiers differ from R­
expressions like George and William in that they do not pick out a specific 
entity from the universe of discourse. (lb) does not mean 'Take the entity 
referred to by the NP everyone and assign to it the property that George sees 
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it.' Rather, (lb) means something like 'For every element x, provided that this 
x is human, it is true that George saw x.' The interpretation of the internal 
argument of see in (lb) is variable and depends on the domain of the quan­
tifier. The variability of the interpretation of everyone in (lb) is clear if we 
think of two distinct situations. In one situation a teacher could be speaking 
about her class. Everyone will be taken to indicate all the people present in 
the class. In another situation a teacher could be speaking about her col­
leagues. Here everyone will be taken to indicate all the colleagues. 

Referential NPs such as William or George are constants; they do not have 
a variable interpretation. Whichever situation we think of, say the first one 
or the second one mentioned above, the NP George picks out a particular 
person baptized with that name. Regardless of the fact that there are obvi­
ously many people called George, in a particular context the NP George in 
(la) or in (lb) selects one such person - the one that is contextually most 
accessible1 - and it will not pick out every person with that name. This 
distinction between quantifiers and referential expressions is not captured by 
the representations (2a) and (2b): (2b) fails to represent the variable component 
characteristic of the interpretation of quantifiers. In order to represent the 
meaning of (lb) logicians use representations such as (3a): 

3a 'V x (Hx ---+ Sgx) 

which can be roughly paraphrased as follows: 

3b 'V x (Hx ---+ Sgx) 
For all x it is the case that if x is human then George saw x 

One of the arguments of see (S) is an element x which depends on the 
quantifier 'V for its interpretation. The representation (3a) and its paraphrase 
(3b) contain a conditional element, represented by the arrow. The first part 
of the conditional, the element to its left, (Hx), restricts the range of x to 
humans. An alternative representation for the interpretation of the quantifier 
everypne is give,n in (3c). Again we add a paraphrase: 

,. 

1 Accessibility is not a syntactic notion but relates to the way we process utterances 
in a context, i.e. to what is often referred to as 'pragmatics'. Referents may be 
accessible because they have been mentioned in a previous utterance, because they 
are salient in a specific context, or because they are easily retrievable from memory. 
For a discussion of accessibility see Ariel ( 1988). For more general discusion of the 
role of accessibility and context in utterance interpretation see Sperber and Wilson 
(1986). 
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3c Vx, x = H (Sgx) 
For all x, such that x is human, George saw x 

In the representations above, x is called a variable, its interpretation varies 
with, or depends on, the quantifier; the variable is bound by the quantifier. 
V is the uruversal quantifier and corresponds to 'all' or 'every'. Quantifiers 
are also sometimes referred to as operators. We assume that each variable 
must be bound by an operator, and each operator must bind a variable. The 
interpretation of the variable depends on the operator which binds it and on 
the restrictions posed on its range: the logical representation of (le) would be 
as in (3d): 

3d Vx, x = P (Sgx) 

where x is restricted to 'policemen' (P). 
_ 

(ld) also contains a quantifier: someone. The logical representation of(ld) 
would be as in (3e): 

3e :3x, (x = H) & (Sgx) 
There is an x such that x is human and George saw x 

:3 is the existential quantifier, 3x means that there exists at least one referent 
for the variable x. In both (3c) and (3e) the quantifier binds a variable x, in 
(3c) the variable is bound by the universal quantifier and in (3e) it is bound 
by the existential quantifier. 

Now let us turn to (le), repeated here as (4). 

4 Everyone saw someone 

(4) has two interpretations: 

Sa For every x there is some y such that it is the case that x saw y. 
5b There is some y, such that for every x, it is the case that x saw y. 

In (Sa) each person may have seen someone different: Manuela saw Sten, 
Corinne saw Jamal, Genoveva saw Eric; in (5b) there is one individual that 
was seen by everyone, for instance, Manuela, Corinne and Genoveva all saw 
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Sten. In (Sa) the number of persons seen, the number of ys, depends on the 
universal quantifier, i.e. on the number of persons that observe or see, the 
number of xs; in (Sb) there is one person who was seen (y), in other words 
the number of persons seen is independent of the universal quantifier. The 
direction of dependence between the quantifiers determines their scope. In (Sa) 
the existential quantifier ( 'someone') depends on the universal quantifier 
('everyone'): the universal quantifier has wide scope; the existential quantifier 
has narrow scope. 

Quantifiers such as everyone and someone take scope over a certain domain 
and they can affect the meaning of other elements in that domain; they are 
operators and in the logical representations they have to occupy a scope 
position. In representations of standard logic, scope positions are left-peripheraL 
The scope of the quantifier is the domain to its right. In (Sa) the universal 

quantifier appears to the left of the existential quantifier: the existential quan­
tifier is in the scope of the universal quantifier; in (Sb) the existential quan­
tifier is not in the scope of the universal quantifier. 

1.2 Quantifier Movement and Logical Form 

It is proposed in the literature that the- scope properties of operators play a 
part in the syntax of sentences and that they must be syntactically repre­
sented. We provide support for this hypothesis in section 3. Let us assume 
that in addition to D-structure and S-structure, there is a level of represen­
tation which encodes logico-semantic properties such as the scope of opera­
tors. This level is called Logical Form or LF. At the level of LF the universal 
quantifier everyone in (lb) has to be represented as an operator and has to 
occupy a scope position. i.e. a left-peripheral position. This means that the 
quantifier must be moved out of its argument position to a scope position: 

6a [IP everyonej liP George saw xdJ. 

(6a) is derived by moving everyone to a left-peripheral position. In the Iit­
era�e it is uS!laIly proposed that everyone is adjoined to IP. Like wh­
movement discussed in chapter 7 and NP-movement discussed in chapter 6 
we assume that the movement of everyone leaves an empty category in the 
extraction site, with which it is coindexed. We represent this empty category 
here as x, in order to highlight its similarities with operator-bound variables 
of logic. An adjoined position is an A' -position; x is a trace bound by an 
element in an A' -position, i.e. and A' -trace. Recall that, the scope of the 
quantifier everyone is the domain to its right, more precisely, we identify the 

'. 
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scope of the quantifier as its c-command domain, i.e. IP. The tree diagram 
analogue of (6a) is (6b); 

6b IP 

� 
everyone; IP 

� 
Spec I' 

� 
VP 

I 
past V' 

� V NP 
I I 

George -ed see X; 

The proposal we are developing here entails that a sentence does not only 
have a D-structure representation and an S-structure, but it also has a repre­
sentation of its logico-semantic properties: its Logical Form or LF. LF can be 
motivated as a level of syntactic representation because, as we shall see in 
subsequent sections, it is subject to the principles that govern syntactic rep­
resentations, such as the Eep (introduced in chapter 8, section 2). The LF 
representation is not identical to the semantic representations introduced by 
semanticists and formal logicians; LF is an intermediate step that mediates 
between S-structure and the semantic representations. The movement of the 
quantifier at LF is often referred to as quantifier raising (or QR). The reader 
should not confuse this type of movement with the raising of an NP discussed 
in chapter 6. QR adjoins a quantifier to IP at at LF and is an example of A'­
movement (cf. chapter 7); raising as discussed in chapter 6 moves an NP to 
a subject position and is an instantiation of A-movement. 

Our grammar contains a general movement operation, move-a ('move­
alpha') 'move something', which moves a constituent (a head or a phrase). 
Move-a. can apply at various levels of representation: at S-structure (as dis­
cussed in chapters 6 and 7) and at LF (as illustrated in the examples above). 
Our grammar is then organized in the following way: 
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7a D-structure 

movement j 
S-structure 

movement j 
LF 

Between D-structure and S-structure move-a may move heads to head posi­
tions (as in the movement of the finite auxiliary to C), it may move NPs to 
A-positions (NP-movement illustrated in passive and raising sentences) and 
it may move maximal projections to A'-positions (wh-movement). Quantifier 
raising moves a quantifier to a scope position at LF. Movement between S­
structure and LF has no overt reflex, it is non-overt movement or covert 
movement. The quantifier everyone doe; not occupy a left-peripheral position 
in the string (lb). (lb) does not spell out the LF representation, it corresponds 
more closely to the S-structure representation. In order to distinguish surface 
strings from the abstract LF representations, our grammar will be organized 
as follows: 

. 

7b 

movement 

D-structure 

j 
S-structure �;A 

PF LF 

Where PF stands for phonetic form, the overt realization or the spell-out of 
the sentence, the way the sentence is spelt out. 
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2 Wh-phrases and LF Movement 

2.1 Wh-phrases as Operators 

Consider now th.e examples in (8). 

8a George saw William. 
8b Who did George see? 
8c Which policeman did George see? 

(8a) is a declarative sentence, (8b) and (8c) are constituent questions. English 
constituent questions are formed by preposing a wh-con�tituent, who in (8b), 
which policeman in (8c).  The wh-constituent determines the interpretation of 
the entire sentence, it takes scope over the sentence. The scope of a wh-operator 
is its c-command domain: a wh-operator in [Spec, CP] will take scope over 
the CP whose specifier it occupies. 

The contrast between (8a) on the one hand, and (8b) and (8c) on the other 
hand, is similar to that between (la) and (lb, c, d) above. Who and whichl 
policeman in (8b) and in (8c) respectively, do not have a specific referent: 
(8b) and (8c) could be paraphrased as in (9): 

9a For which x, x is human, is it the case that George saw x? 
9b For which x, x is a policeman, is it the case that George saw x? 

In (9a), a rough semantic representation of (8b),  the wh-constituent who does 
not select one referent in the universe of discourse; it is an operator which 
binds a variable ('for which x is it the case that . .  . ' ) ;  (lOa) is the S-structure 
representation of (8b): the wh-phrase is moved to [Spec, CP] and binds a 
trace. 

lOa la Who; did &p George see t;l]? 

Observe the parallelism between the S-structure representation (lOa) and the 
semantic representation (9a): in both representations the wh-constituent oc­
cupies a left-peripheral position, i.e. a scope position; in both representations 
the wh-element binds a sentence-internal empty category. The LF representa­
tion of (lOa) is (lOb), where the wh-constituent is represented as an operator 
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binding a variable by analogy with the representation of quantificational 
structures discussed in se�on 1: 

10b b Whoj did [IP George see xJ)? 

(Sc), repeated here as (11a), has S-stcuctuce (11b) and LF (11c): 

11a Which policeman did George see? 
11b b Which policemanj did lIP George see tJl? 
11c b Which policemanj did [IP George see xJ)? 

From now on, each sentence is associated with the following levels of repre­
sentation: D-structuce, S-structure, PF and LF. 

One observation should be made concerning the notations used. In the LF 
representations in the literature, wh-traces are often replaced by x to indicate 
their status as variables, but this is not a generalized practice. In this book 
we often do not replace traces by x and we will also sometimes represent the 
empty category resulting from quantifier movement by t. In both cases it is 
clear that the empty category resulting from movement is A'-bound and when 
it is an NP it has case. Wh-traces and empty categories left by quantifier 
movement are both variables, they are both bound by an operator"in a left­
peripheral scope position. 

2.2 Wh-raising 

In English sentences which contain one wh-constituent, this must be moved 
to [Spec, GP) to derive a constituent question: 

12a I wonder who John saw. 
12b "I wonder John saw who. 

��.::-. 
Wh-niovement i( obligatory. On the basis of the discussion in section 1 above 
let us say that movement enables the wh-constituent to acquire sentential scope. 
(In chapter 12 we offer some further discussion of wh-movement.) In (12a) 
the moved wh-constituent occupies [Spec, CP); its scope domain is the do­
main which it c-commands, i.e. the clause. 

Wh-movement is not universal. In the following Japanese examples the 
italicized wh-constituent does not occupy a scope position. 
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13a John-wa naze kubi-ni natta no? 
John-topic why was fired Question marker 
'Why was John fired?' 

13b Bill-wa [er John-ga naze kubi-ni natta tte] itta no? 
BiD-topic John-NOM why was fired C said Q 
'Why did Bill say that John was fired?' 
(from Lasnik and Saito, 1984: 244) 

The wh-constituent naze occupies the same position in both (13a) and (13b), 
though its scope varies as suggested by the glosses. No is a question marker 
(Q). It indicates the scope of the wh-constituent. In (13a) naze and no are 
associated with the same clause. In (13b) no is associated with the higher 
clause and naze occupies a position'in the lower clause. , Some further exam­
ples of the same phe!lomenon are given in (13c)-(13e): 

13c John-ga dare-o butta ka siranai. 
who-ACC hit John Q know not 

'I don't know who John hit.' 
13d John-wa, Mary-ga dare-o kiratte-iru to sinzite-ita fca? 

John Mary whom-ACC hating is that believing was Q 
'Who did John believe that Mary hated?' 
(from Kuno, 1973: 13 ) 

13e Watasi-wa John-ga nani-o katta ka sitte iru. 
I-topic John-NOM what-ACC bought Q know 
'I know what John bought.' 
(from Lasnik and Saito, 1984: 235) 

Although in Japanese wh-constituents such as naze (13a, b), dare (13c, d) and 
nani (13e) do not appear to undergo wh-movement at S-structure, it seems 
natural to assume that semantically they are like their English equivalents, 
why, who and what. Specifically, being question words, we would assume 
that they have to take sentential scope, and that they are interpreted as 
operators binding variables. Por instance, (13c) means 'I don't know for 
which x, x human, it is the case that John hit x', and (13d) means: 'Por which 
x, x human, is it the case that John believed that Mary hated x?' If the 
interpretation of wh-constituents in Japanese is not fundamentally different 
from their English counterparts then the LP representations of the sentences 
in (13) should encode the fact that in Japanese too, wh-phrases are operators 
which take scope over a clause and which bind a variable. Various possibilities 



Logical Form 497 

of encoding the scope of the wh-constituent in (13c), repeated here as (14a), 
come to mind. We could. propose an LF representation as in (14b): 

14a John-ga dare-o butta ka siranai. 
John who hit Q know not 
'I don't know who John hit.' 

14b b lJP John ga Xj butta) ka dare-oJ siranai. 

In (14b) we follow Lasnik and Saito (1984: 244, n. 15), who assume that 
Japanese wh-operators move rightward because overt complementizers occur 
sentence-finally in Japanese. This representation entails that scope positions 
can be left-peripheral, as in English, or right-peripheral, as in Japanese. Since 
we assume that the wh-phrases move to [Spec, CP), (14b) also implies that 
the specifier position is not linearly ordered with respect to the head: specifiers 
can precede the heads, as in English, or follow them, as in Japanese, i.e. the 
order of the specifier and the head is subject to parametric variation. An 
alternative approach is conceivable, though. If we want to have a unified 
definition of a scope position as a left-peripheral position, an option that is 
suggested, for instance in Rizzi (forthcoming), and one which we have been 
assuming tacitly in the preceding discussion, then it would be more natural 
to propose that the LF movement of dare-o will he leftward: 

14c [cp dare-oj.lIP John ga Xj butta) ka) siranai. 

Let us assume that ka is an overt realization of the complementizer which 
occurs sentence-finally in (14c). Suppose that we say that the specifier of CP 
is to the left of CO in Japanese and that the complement, i.e. lP, is also to its 
left. On these assumptions (14c) would have the structure in (14d): 

14d CP � 
Spec r C' 

IP C 

� I 
dare-Oi John-ga Xi butta ka 
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In (14d) the wh-phrase dare-o moves to [Spec, CP) at LF. Under this view 
scope positions and specifier positions are universally left-peripheral, and the 
ordering specifier - head is not subject to parametric variation.2 

Chinese is like Japanese in that there is no overt wh-movement as illus­
trated in ( 15): 

15a Wo xiang-zhidao la fn, Lisi mai-le sheme)). 
I wonder Lisi bought-Aspect what 
'I wonder what Lisi bought.' 
(Lasnik and Saito, 1984: 239) 

15b Zhangsan wen [shei mai-Ie shu). 
Zhangsan ask who buy-Aspect book 
'Zhangsan asked who bought books.' 

1 .The reader may remember Kayne's (1993) hypothesis that all structural represen­
tations are of the following format: 

(i) XP 
/"1 

Spec X' 
r----
X YP 

Kayne also proposes that all movement is leftward. His proposal entails a massive 
simplification of phrase structures but it raises important problems for the study 
of languages with sentence-final complementizers, such as Japanese, illustrated in 
(13) and (14). On the view that the base structure of Japanese has a head-initial 
CP, we would have to assume that the sentence-final position of the complementizer 
is derived by movement. Specifically, we would have to assume that the IP com­
plement of C is moved into [Spec, CP) (ii). As the reader can imagine, this proposal 
has far-reaching consequences which go well beyond the scope of an introductory 
book. 

. 

(ii) CP 

/1 
Spec C' 

� � 
C IP 

I 
IPj tj 
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15c [Zhangsan xiangzin [shei mai-Ie shu)). 
believe who buy-Aspect book 

'Who does Zhangsan believe bought books?' 
15d [Zhangsan zhidao [shei mai-Ie shu)). 

Zhangsan know who buy-Aspect book 
(i) 'Zhangsan knows who bought books.' 
(ii) 'Who does Zhangsan know bought books?' 
(b,c,d from Aoun, 1984: 18) 
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Again, at LF the wh-phrase moves to a scope position where it can function 
as an operator binding a variable. The LF representations of the sentences (15a) 
and (15d) are given in (16: 

16a Wo xiang-zhidao b shemej [IP Lisi mai-Ie xJJ. 
16b (i) [Zhangsan zhidao [[sheilj [Xj mai-Ie shuJ]] 

(ii) [[sheiJj [Zhangsan zhidao [X; mai-Ie shuJ]] 

Let us recapitulate the discussion. In section 1 we have proposed that in 
addition to D-structure and S-structure, there is a third level of representation: 
LF, or Logical Form, which encodes the semantic properties of clauses; LF 
represents the scope of operators. Operators such as quantifiers, which 
occupy an argument position at S-structure, move to a scope position at I,.F. 
Scope positions are left-peripheral positions. At LF quantifiers adjoin to IP. 

Wh-constituen�s have operator-like properties and they move to attain a 
scope position. In English wh-constituents move to a left-peripheral A'­
position, [Spec, CP1, at S-structure as a result of wh-movement, and hence 
they attain a scope position (see the next section for refinement, though). 
With respe� to the scope properties of the moved wh-phrases, nothing needs 
to be 'added or modified at LF. In Japanese and in Chinese wh-phrases do not 
undergo wh-movement.3 They remain sentence-internally. We assume that 

3 The analysis presented here is not the only one conceivable. A very interesting 
alternative account is proposed by Watanabe (1992). Watanabe proposes that 
"{.bile there is no movement of an overt element in Japanese, there is movement of 
a '"Qon-overt tlih-operator, OP, which is extracted from the wh-phrase. (For a 
discussion of non-overt operators, the reader is referred to chapter 8, section 4.) 
Very roughly, the text example (13c) repeated here as (ia) would have the repre­
sentation (ib), where OP has been extracted from the wh-phrase. 

(ia) John-ga dare-o butta ka siranai. 
who hit Q know not 

'I don't know who John hit.' 
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in these languages too, wh-phrases have operator properties and move to a 
scope position at LF. Wh-movement at LF thus mimics wh-movement at S­
structure. The application of wh-movement at LF is often referred to as 
wh-raising. 

As discussed above, our grammar has a number of levels of representation: 
D-structure, S-structure and LF.4 The movement of wh-phrases to derive LF 
representations in Chinese and in Japanese has no overt reflex. In the surface 
string the wh-elements in Japanese and Chinese do not appear in a scope posi­
tion and neither do the quantifiers in English (cf. section 1). The surface form 
of the sentence is derived from the S7structure representation. Recall (cf. (7b) 
above) that in the framework adopted here, the separation of the superficial 
form of the sentence and its LF is obtained by positing Phonetic Form or PF, 
which spells out the S-structure representation and which does not encode LF 
movements such as the movement of quantifiers or wh-.raising. 

(ib) lOP; [John-ga [dare tJ -0 buna) ka] siranai. 
who hit Q know not 

The non-overt operator is an abstract question operator which would be ex­
tracted and moved to a scope position. We assume that the specifier of CP is left- I peripheral. As-mentioned in the discussion it might also be the case that the; 
ordering of specifier and head is subject to parametric variation. 

In Watanabe's account the difference between English and Japanese is not that 
in one language there is wh-movement at S-structure and in the other there is not. 
In Watanabe's account wh-movement of the wb-operator is universally required at 
S-structure: all wh-phrases are associated with an abstract operator OP, and mini­
mally the abstract operator has to move at S-structure. The difference between 
English and Japanese is that in English the abstract question operator cannot be 
separated from the wh-constituent with which it is associated and in Japanese it 
can. 

Watanabe's account presupposes an economy-based account in which movement 
is restricted to what is required. In principle it is enough if the abstract operator 
moves at S-structure and this is what happens in Japanese. If only the abstract 
operator has to move and if this is possible in the grammar of Japanese, then only 
the abstract operator will move: all additional movement would be superfluous, 
hence non-economical. For English, Watanabe assumes that the non-overt operator 
must also move at S-structure. Because the grammar of English does not allow the 
non-oven operator to be separated from the associated wb-phrase, the wb-phrase 
must move along with the associated wb-operator. The variation between Japanese 
and English then reduces to the question of whether or not the abstract question 
operator can be separated from the associated wh-phrase. The reader is referred to 
the literature for a discussion of this proposal (Brody, 1993b). 

4 Chomsky (1992) proposes another approach to syntactic structures. The static 
demarcation of the levels of representation in (17) is reinterpreted in terms of a 
more dynamic approach in which sentence structures are built up step by step. 
Central in the new proposal is the relation between phonetic form and interpre­
tation (PF and LF in (17» mediated by syntactic structures. Brody (1993b) pro­
poses a one-level approach to syntactic representations. 
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quantifier raising 

LF 

The model in ( 1 7) has come to be known as the T-model. 
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A terminological point is in order here. In the literature the terms syntactic 
movement or movement in the syntax are often used to indicate movement 
which takes place at S-structure, in contrast with LF-movement. Other authors 
talk about overt movement when referring to movement at S-structure and 
about covert movement when referring to LF-movement. In (17) we have 
only mentioned instantiations of A'-movement at LF: QR and wh-raising. The 
other types of movement discussed also mediate between S-structure and LF. 
In section 6 below we turn to an instance of A-movement at LF. In chapter 
1 1  we discuss head movement at LF. 

2.3 Multiple Wh-movement 

2.3.1 WH- IN SITU AND MULITIPLE QUESTIONS IN ENGLISH 

Lari�ages differ with respect to the level of application of wh-movement. In r 
English wh-movement applies as early as S-structure, in Japanese and Chinese 
it applies at LF. In this section we shall see that in English wh-movement may 
also apply at LF. Consider the following examples. 

1Sa What did George give to whom? 
1Sb When did George say what? 
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Both sentences in ( 1 8) contain two wh-phrases. Unlike Polish and other Siavic 
languages for instance, English does not have multiple movement: in the 
examples in (18 )  one wh-phrase moves to [Spec, CP1 (what in (18a), when 
in ( 18b)) and the other wh-phrase remains within the IP domain, a wh-phrase 
which has not moved to [Spec, CP1 is said to be in situ. In ( 1 8a), one wh­
phrase, what, is in a scope position, the other one, to whom, is in situ. 

We have seen that wh-phrases are interpretively different from NPs like 
George in that they are not referential expressions: they do not serve to pick 
out a referent from the universe of discourse, rather they are operators which 
bind variables. The wh-phrases in (18)  are all interpreted as operators, re­
gardless of whether they have actually been moved or not. In ( 1 8a) what is 
an operator at S-structure, but to whom will also be interpreted as an oper­
ator. It is desirable that at LF all wh-phrases be represented as operators binding 
variables. ( 1 8a) is not only a question about what was being given but it also 
questions who was the receiver. The most natural answ�r to (18a) will treat 
the wh-phrases as a pair. One might expect answers like ( 19a), for instance, 
but not (19b) or ( 19c): 

19a George gave the letter to Miss Marple and the postcard to William. 
19b "The letter. I 
19c "To Miss Marple. 

Recall that LF is the level that encodes interpretative properties of the sen­
tence. We will propose that the intuition that to whom is an operator in (18a) 
should be represented at the level of LF. The wh-phrase to whom, which is 
in situ at S-structure, is moved to [Spec, CP] at LF as represented in (20). 
Since there is only one position in [Spec, CP] we assume that the LF move­
ment of to whom creates an adjoined position: to whom adjoins to [Spec, 
CPl. 

20 CP 

Sf----- C '  /\ to whomj Spec; 

I 
what; C IP 
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At S-structure what moves to [Spec, CPl. The movement of to whom is delayed 
till LF. Let us assume th!lt the index of what (i) percolates to Spec and that 
the index of to whom does not. This means that what determines the 
properties of [Spec, CPl. 

Let us consider the interpretation of the sentences in (18) once again. A wh­
phrase turns the sentence with which it is associated into a question. Sentence 
(18a) is a single question in spite of the presence of two wh-constituents. Recall 
from (19) that the two operators in ( 18a) are interpretively linked, question 
(18a) is a question about pairs of entities: receivers are paired with themes. 
We assume that the interpretive linking of the two interrogative constituents 
is achieved by merging their interrogative components: the two wh-operators 
are converted into one operator. The process by which two wh-operators are 
merged in ( 1 8a) is called wh-absorption. Wh-absorption converts two wh­
operators into one operator which binds two variables. We could try to give 
a more general interpretation to the process of absorption. From the discus­
sion in chapter 2 the reader will recall that the X'-format provides a specifier 
position for XP. Let us assume that there is one specifier for each phrase. 
When several constituents seem to function as specifiers to one head then 
these constituents have to undergo a process of absorption which converts 
them into one. 

2.3.2 MULTIPLE MOVEMENT 

We have akeady come across instances of cross-linguistic variation with respect 
to the mode of application of wh-movement. The level of application of wh­
movement is subject to cross-linguistic variation. In English constituent ques­
tions, one wh-phrase must move at S-structure, the others remain in situ. In 
Chinese and Japanese there is no overt movement (but see footnote 3 for a 
different account). French seems to have a mixed system. For embedded clauses 
French is like English, with wh-movement of one phrase being forced. In root 
clauses, though, wh-phrases may also stay in situ: 

21�,;-., .  Je me demande qui tu as vu . 
. . .  I myse,lf ask who you have seen 

'I wonder who you have seen.' 
21b "Je me demande Sylvia a vu qui. 

I myself ask Sylvia has seen who 
21c Qui as tu vu? 

who have you seen? 
'Who did you see?' 
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21d Tu as vu qui? 
you have seen who 
'Who did you see?' 

The question arises how this variation can be accounted for in a Principles 
and Parameters approach. Let us assume first that wh-phrases are universally 
interpreted as operators and that this intrinsic semantic property must be 
reflected by their LF representation. Analogously to the representation of 
operators in formal logic, let us say that wh-operators must occupy a scope 
position where a scope position is a left-peripheral A'-position. [Spec, CP] 
qualifies a� a scope position. In some languages the wh-elements already occupy 
a scope position at S-structure: they h�ve moved to [Spec, CP] in the syntax. 
In other languages they only attain the scope position at LF. Crucially, what 
is variable is not whether the language has wh-movement- or not, rather what 
varies is the level at which wh-movement applies. 

Languages which allow wh-movement at S-structure differ with respect to 
whether they allow multiple movement at S-structure or not. English does not 
allow multiple movement (22a), neither does French (22b), but Polish (22c) 
and Hungarian (22d) do: 

22a English 
"Who what said? 

22b French 
"Qui quoi fait? 
who what does 

22c Polish 
Kto co robi? 
who what does 
(Pesetsky, 1989) 

22d Hungarian 
Ki mit latott? 
who what saw 
(Puskas, 1992) 

For languages like English in which only one wh-operator can move to [Spec, 
CP] we assume that all remaining wh-constituents raise to [Spec, CP] at LF: 

22e When did George give what to whom? 

In (22e) the wh-phrase when has been moved to [Spec, CP] at S-structure. 
Following the discussion above, we assume that what and to whom both move 
at LF to adjoin to [Spec, CP]. Though English lacks multiple wh-movement 
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at S-structure, the LF representations associated with sentences with multiple 
wh-phrases still allow all wh-constituents to be fronted, i.e. at LF multiple 
movement is possible. This means that the parametric variation does not 
concern the question whether or not languages have multiple movement, but 
rather at which level of representation multiple movement can apply. In Hun­
garian, multiple movement applies already at S-structure, in English only one 
constituent moves at S-structure and the others move at LF. In Chinese, all 
movement of wh-constituents is postponed till LF. It could be claimed that, 
due to their internal syntactic properties, some languages such as English do 
not allow multiple movement at S-structure, while other languages do allow 
it. In languages where multiple wh-fronting is syntactically possible, it is in 
fact obligatory: (22f), where only one wh-constituent has been fronted and 
the other one remains in situ, is ungrammatical in Hungarian: 

22f "Ki latott mit? 
who saw what 

In our discussions we have seen that languages vary with respect to the 
mode of application of wh-movement. In Chinese wh-movement is covert; in 
English it is overt and only one con�tituent can move, and must move; in 
Polish wh-movement is overt and in sentences with multiple wh-constituents 
all of them move. It is clear that the cross-linguistic differences we have 
described above ought to be accounted for. 

2.3.3 EARLINESS VS. PROCRASTINATE: SOME DISCUSSION 

In this section we discuss the parametric variation observed with respect to 
wh-movement. The aim of this section is to guide the reader to some of the 
literature. There are two positions in the debate, which can be suinmarized 
by the labels 'Earliness' and 'Procrastinate'. We briefly consider each of these 
approaches. 

One way of interpreting the difference between languages with (multiple) 
movement and those without is to say (with Pesetsky, 1989) that there is an 
Earti-ness Principle which forces movement to apply as early as possible, i.e. 
b�;d on the �tagram in (17) movement which can apply at S-structure must 
apply at S-structure and cannot be postponed till LF. Let us see how the 
Earliness Principle will be implemented. We have proposed that wh-phrases 
are intrinsically operators: at LF they have to occupy a left-peripheral scope 
position and they bind a variable. This means that a wh-phrase cannot 
occupy an argument position at LF. When a sentence contains multiple 
wh-phrases they ultimately all have to be fronted, i.e. at LF they all must be 
moved and bind a variable. 
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In Chinese, S-structure movement is not possible; in English only one con­
stituent can move but multiple movement is not possible; and in Polish multiple 
movement is possible. The availability of movement as such has to be ex­
plained; it should be related to the syntactic properties of the language in 
question. For instance, we might say that adjunction to [Spec, CP] is excluded 
in English, which means that multiple movement is excluded. 

We then interpret the cross-linguistic variation with respect to wh­
movement in terms of the Earliness Principle. If the grammar of a language 
allows syntactic wh-movement then wh-movement must apply at S-structure; 
this is the . case for English. If the grammar of the language does not allow 
overt wh-movement, then there will be no S-structure movement. This would 
be the case of Japanese and Chinese. If the language allows for multiple 
fronting . at S-structure, then the movement of all the wh-phrases will be 
enforced by the Earliness Principle; this would be the case in Hungarian or 
Polish. If the grammar of the language does not allow multiple movement, 
then multiple wh-fronting will not apply at S-structure and it will be delayed 
till LF. 

Pesetsky's Earliness Principle (1989) offered an interesting way to account 
for the cross-linguistic variation with respect to wh-movement. In recent 
approaches to syntax, though, the Earliness Principle is being challenged. It 
has been proposed (Chomsky, 1991, 1992) that syntactic mechanisms are ! 
regulated by economy principles and that economy will delay movement as 
late as possible. This is referred to as Procrastinate. Obviously, this view is 
not compatible with the Earliness account and the cross-linguistic variation 
with respect to wh-movement has to be reinterpreted. One option is to relate 
the level of application of wh-movement to the morphological strength of the 
wh-feature on the wh-constituent. The idea is that when the wh-feature is 
morphologically strong this is reflected at the spell-out level, i.e. the surface 
form; this will mean that the feature induces movement of the constituent at 
S-structure. We could say that the wh-feature is strong in English and weak 
in Japanese. In English wh-movement is necessary at S-structure. In Japanese 
it is not. By Procrastinate we postpone movement as late as possible; since 
we do not have to move a wh-constituent at S-structure in Japanese we do 
not move the wh-constituent. We do not go into this issue here and refer the 
reader to the literature.s 

5 For discussion of wh-movement see Aoun, Hornstein and Sportische (1981), May 
(1985), Rizzi (forthcoming). For discussion of multiple wh-movement also Brody 
(1993b), Pesetsky (1989), Puskas (1992), Rizzi (forthcoming), Rudin (1989). The 
presentation in the text is very sketchy. For discussion of wh-movement and 
parametric variation in an economy-based approach see Chomsky (1992) and 
Watanabe (1992). For more discussion of the Earliness Principle as opposed to 
Procrastinate, see Brody (1993b). 
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2.3.4 A NOTE ON PARASITIC GAPS 

In chapter 8, section 5; we discussed the phenomenon of parasitic gaps, i.e. 
gaps which are licensed by their occurrence in a sentence which contains 
another wh-trace (23). 

23 Which books did John file tj without reading ej? 

If parasitic gaps are licensed by another A'-bound gap, it might be the case 
that such a licensing gap occurs not at S-structure but at LF. A parasitic gap 
might be licensed by a gap resulting from LF-movement of an operator, for 
example by the wh-raising of a wh-constituent which occupies its base­
position at S-structure. (24a), however, shows that parasitic gaps must be 
licensed at S-structure: 

24a "Who read which articles without filing e? 

Wh-raising would give us the LF representation (24b) for the above exam­
ple, but this clearly is not sufficient to license the parasitic gap indicated by 
e: 

24b " [Which .artidesj whoJ tj read G without filing ej. 

We conclude that parasitic gaps are licensed at S-structure. 

3 The Eep 

3.1 ECP Effects at LF 
.&?" . 

In this sectiori we show that LF is subject to the ECP. 

3.1.1 SUBJECf-OBJECf ASYMMETRIES 

There is a subject-object asymmetry with respect to multiple questions. 
Consider the following �mples. 
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2Sa I don't remember who said what. 
2Sb *1 don't remember what who said. 

In our discussion in chapter 8 we saw that the ECP can account for S­
structure subject-object asyrnmetries. Let us try to see if the ECP could also 
explain the difference between (2Sa) and (2Sb). The S-structure of the gram­
matical (2Sc) is given in (26a) and its LF representation in (26b) .  We omit 
irrelevant details for expository reasons:6 

26a I don't remember b who; [IP t; said what]] .  
26b I don't remember [cp [sp.c; whatj [Speci whoJ] [IP tj said �JF 

(2Sb) has the following representations: 

27a *1 don't remember b [sp.cj wha�] [IP who; said �]]. 
27b *1 don't remember b [specj whoJ [Specj whatj)) [t; said �]] .  

Recall the proposal that the constituent first moved to [Spec, CP] assigns 
its index to [Spec, CP] and that any element subsequently adjoined to the 
indexed specifier of CP does not transmit its index. The S-structures 

·
(26a) 

and (27a) do not violate any of the principles so far developed. Subjacency, 
theta theory, the case filter and the ECP . are observed, as the reader can 
verify. 

Let us turn to the LF representations (26b) and (27b). In order to keep our 
theory as general as possible we postulate that traces resulting from move­
ment at LF are also subject to the ECP. This assumption provides us with a 
natural explanation for the ungrarnmaticality of (27b) in contrast with the 
grarnmaticality of (26b). 

(28a) is a partial tree diagram to represent (26b): 

6 In (26a) the assumption is that who is moved vacuously to [Spec, CPl. Alterna­
tively who is not moved at S-structure and both wh-phrases move at LF, leading 
to LF representation in (26b). 

7 We represent traces at LF as t. Recall that often such traces are represented also 
as x. 
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The variable coindexed with whatj, i.e. tj, is properly governed by the lexical 
verb say. The variable tj in the subject position is coindexed with whoj and 
with [Spec, CPl. ,Specj c-commands tj• It is separated from the variable by C, 
which is non-maximal and thus not a barrier, and also by lP, which we 
posited is not a barrier. The subject trace, tj is properly governed: it is ante­
cedent-governed.s Consider (28b), the LP representation of (25b). 

-

,r 

8 A problem remains which we shall not go into here. Strictly speaking, what; in the 
adjoined position might be said not to c-command its trace, hence not to A' -bind 
it. We shall assume that the operator what; can bind its ttace through being asso­
ciated with who, as illusttated in the paired reading of the question (cf. section 
2.2). 
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The variable tj is properly governed by the verb; tr. the trace of who;, is not 
properly governed. Its antecedent is adjoined to [Spec, CP] but who; cannot 
transmit its index to the speci6er and hence it will be prevented from govern­
ing the variable. 

To sum up the discussion so far. We have posited that in addition to D­
structure and S-structure there is a third level of representation, LF. This level 
derives from S-structure by move-a. One instantiation of move-a at LF is the 
movement of wh-elements which were not moved at S-structure. Evidence for 
the existence of a syntactic level of representation, LF, is the fact that ECP 
effects are observed at LF. 

3.1.2 ARGUMENT VS. NON-ARGUMENT AND TIlE ECP 

We have been relating the ECP effects to subject-object asymmetries. This 
needs some further discussion. 

Why do subjects differ from objects with respect to ECP? The answer is 
that subjects are not theta-governed, while objects are. Subject traces wiu 
always need to be antecedent-governed to satisfy the ECP. 

It follows that other elements which are not theta-governed, such as ad­
juncts, will behave like subjects. Like subjects, they can only satisfy the ECP 
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by antecedent-government. We expect that there will be an asymmetry be­
tween complements (theta-governed) and non-complements (antecedent­
governed) .  Consider (29): 

29a When did George do what? 
29b "What did George do when? 

(29a) will have an LF representation (30a): 

In (30a) the variable bound by what; is properly governed: it is theta­
governed by the verb. The variable bound by whenj is also properly governed: 
whenj is the head of [Spec, CP] and antecedent-governs its trace. 

In (29b) what; is the head of [Spec, CP] and whenj> which is wh-raised at 
LF, will not be al;lle to antecedent-govern its trace. Given that this trace is not 
theta-governed by the verb either, it violates the ECP: 

The ECP thus accounts for the complement-adjunct asymmetries in ques­
tions such as (29a) and (29b). Postulating a syntactic level of LF representation 
enables us to ac.count for a range of data without there being a need for 
additional principles. We merely apply the syntactic principles we have adopted 
previously for S-structure representations. 

3 .1 .3 SUBJECf-OBjECf ASYMMETRIES AND OPERATORS 

In this section we shall see further evidence for LF movement of quantifiers: 
the asymmetries between subject and object which we identified with respect 
to S-structure movement and which also became apparent with respect to wh­
movement at LF {cf. section 3.1 .2} appear to play a role in determining the 
scope. :of negative constituents. 
. F;��ch negatjVe existentials such as personne {'no one'} have the property 
that they are accompanied by a negative ditic ne (at least in the standard 
language): 

31a Je n'aime personne. 
I not-like no one 
'I like no one.' 
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In the literature it has often been assumed that the element ne is an overt 
scope-marker. The LF representation of (31a) will be: 

31b [personnei [JP je n'aime tJ]. 

In other words: 'For no person is it the case that I love him or her.' The scope 
of the negative existential personne is the entire clause. 

An interesting contrast appears when we compare simple sentences with 
complex ones: 

32a Je n'ai invite personne. 
'I have not invited anyone.' 

32b Personne n'a telephone. 
'No one has telephoned.' 

33a rai demande qu'on n'invite personne. 
'I have asked that they invite no one.' 

33b rai demande que personne ne telephone. 
'I have asked that no one telephones.' 

34a Je n'ai demande qu'on invite personne. 
I have not asked that they invite anyone 
'There is no person such that I have asked that they invite him or her.' 

34b "Je n'ai demande que personne telephone. 
I have not asked that anyone telephone 

In the simple sentences in (32) the scope of personne is the containing clause 
as can be seen from the translation. In (33) the scope of the negation in 
the lower clause is restricted to the lower clause. Crucially for our purposes, 
the negation does not bear on the verb demander ( 'ask') of the main clause. 
In (34) ne is found in the matrix clause. It indicates that personne should have 
main clause scope and thus negate the verb demander. This works fine when 
personne is in the object position in the lower clause, but it fails when 
personne is in the subject position. We shall consider these two examples here 
in some detail. 

In (34a) the negative existential personne has scope over the main clause. 
Whereas (33a) means that there is a request being made that no one should 
be invited, (34a) means that there has not been a request to invite any person. 
(33a) has the LF representation (35a) and (34a) has the LF representation 
(35b): 
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35a (J'ai demande £er que LP personnej [IP on n'invite t;])]]. 
35b [Personnej LP je n'ai demande £er que LP on invite t;]])]. 
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Correspondingly, the LF representation of (33b) will be (36a) and that of the 
ungrammatical (34b) - where personne takes scope over the higher clause -
ought to come out as (36b): 

36a [J'ai demande la qlte [IP personne [t; ne telephone]]]]. 
36b • [Personnej LP je n'ai demande [cp que LP tj telephone]]]]. 

The asymmetry between the two sentences in (34) is a typical subject­
object asymmetry. Such asymmetries'are usultHyrelated to the ECP. The idea 
is that (36b) is like a that-trace violation: personne in (36b) is not able to 
antecedent-govern its trace in the lower subject position.' 

3.2 The Application of the ECP 

In this section we return to the general discussion of the application of the 
ECP. Our analysis developed so far -has a number of shortcomings, also 
pointed out in chapter 8 (section 2.3), which we try to amend here. 

3.2.1 THAT-TRACE EFFECTS 

As the reader will remember from chapter 8, the ECP allows us to dispense 
with the unexplained that-trace filter: (37b) is a violation of the ECP: t; in the 
[Spec, JP] position is not properly governed because that prevents the trace in 
[Spec, CP] from antecedent-governing it. 

37a Whoj do you think b t'j [IP tj came]) ? 
37b "Whoj do you think la t' j that [IP tj came]] ? 

If we assume that adjuncts also leave traces the grammaticality of (38b) is 
unsplained: • 

r 

38a WhYj do you think la t'j LP he left early tJ] ? 

, For more discussion of the scope facts in French the reader is referred to Kayne 
(1984) which should be accessible at this point in our discussion. Rizzi (1982c) 
discusses similar facts in Italian. For an analysis of negation see Haegeman (in 
preparation). 
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Lasnik and Saito propose that the ECP must be satisfied at  LF at  the latest. 
This proposal comes dow.n to a two-step procedure in the application of the 
ECP: (i) gamma-marking; (ii) checking the representation of a sentence at 
LF.l1 

The proposal that the feature assigned by gamma-marking is constant is in 
itself plausible. We have already seen that syntactic features do not change 
in the course of a derivation. For instance, a category which is a VP at D­
structure is not altered at S-structure. Nominal features such as gender, person 
and number do not change either: once an NP is singular, for instance, it will 
remain so. The features [±anaphorl and [±pronominall also do not vary from 
one level to the next. This last property led us to abandon the PRO analysis 
of parasitic gaps in chapter 8. 

3.2.2.2 ASSUMPTION II: Deletion at LF Lasnik and Saito (1984) also 
discuss the role of that. In English its role is minimal: it can be deleted with­
out semantic effect. Lasnik and Saito propose that at LF that is irrelevant 
because it does not contribute to the semantics of the sentence and may be 
deleted without altering the interpretation of the sentence. But when that is 
present in the surface string of the sentence, it must be present at PF and 
hence must be present at S-structure. 

In fact Lasnik and Saito propose a slightly more general deletion process 
at LF: an element that does not contribute to the logico-semantic represen­
tation can be, deleted at LF. To subsume move-a and delete-a they use the 
term affect-a. 

3.2.3 APPLYING THE PROPOSAL 

In order to get used to the new components in our, by now quite intricate, 
grammar we shall go through all the relevant examples: 

39a Who; do you think b t'; [IP t; came]] ?  
39b "Who; do  you think b t'; that [IP t; came]] ?  

40a � What; do you think b t'; b John likes tJl ? 
' 40l:i'�" What; do/you think b t'; that [IP John likes til l?  

41a Why; do you think b t'; [IP he left early till ? 
41b Why; do you think b t'; that �p he left early till ? 
1 1 This two-step procedure is perhaps reminiscent of the idea that while case-mark­

ing may apply both at D-strucrure (for inherent case) and at S-strucrure (for 
structural case), the case filter applies at S-structure. 
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In (39) and (40) arguments have been wh-moved. This means that there 
will be traces, which must be gamma-marked at S-structure (ASSUMPTION 
I). The object trace in (40) is theta-governed by the verb like and the subject 
trace in (39) must be antecedent-governed. This is possible in (39a) but 
prevented by the intervening that in (39b). As before we ignore intermediate 
traces to which we return in section 3. Gamma-marking for (39) and (40) is 
encoded in (42) and (43) respectively. 

42a Whoj do you think [cp t'j [IP tj came])?  
[+y] 

42b "Whoj do you think £er t' j that [IP tj came]] ? 

[-y] 

43a Wha� do you think [er t'j b John likes �]? 
[+1] 

43b Whatj do you think [cp t'j that b John likes �]]? 
[+1] 

I 
At LF the traces are interpreted as variables bound by the wh-operator and 

they retain the gamma featUre. When the ECP is checked at LF, (42b) will 
be rejected because it contains a trace which is [-y]. 

Now we turn to (41). Adjunct traces are not gamma-marked at S-structure, 
but rather at LF. According to ASSUMPTION II, the complementizer that may 
be deleted. This means that the LF representations of (41a) and (41b) will be 
identical and the trace of why satisfies the ECP as desired. 

41c WhYj do you think [cp t'j lIP he left early �]? 
[+1] 

Let us return to an earlier example to see if our adjusted theory applies 
appropriately. After all, we should not introduce auxiliary assumptions to 
rescue some examples and then find that our previous good results have 
become undone. (29), repeated here as (44), illustrates the asymmetry between 
arguments and adjuncts: 

44a When did George do what? 
44b "What did George do when? 
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The structures of both examples will contain traces. In the S-structure (45a) 
of (44a) there will be an adjunct-trace, so we need not worry about gamma­
marking yet. In (45b), the S-structure of (44b), there will be argument-trace 
and gamma-marking will apply. 

45a [a £s.,.cj whenJ did £n, George [vp do what;] tj]] ? 
45b · [a £Spec; whatJ did £n, George [vp do tJ when;]] ?  

[+1] 

At LF wh-raising applies to the second wh-phrase. Gamma-marking applies 
to all traces not gamma-marked yet: 

46a le, [spec; what; [spec; whenill did [IP George [vp do 

46b .le, £Spec; whenj £Spec; whatJ] did £n, George [vp do 

tJ tjn? 
[+1] [+11 
til] �]]? 
[+1] [-y] 

In (46a) the variable resulting from wh-raising what; is theta-governed by do: 
it is properly governed and assigned [+1]. The trace left after S-structure 
movement of when; is also properly go�erned since it is antecedent-governed. 

In (46b) the variable bound by what; retains its [+1] feature assigned at S­
structure, but' the variable resulting from wh-raising whenj is not properly 
governed: it is not theta-governed, being an adjunct-trace, and it cannot be 
antecedent-governed because when; cannot govern it from its adjoined posi­
tion in [Spec, CPl. 

Finally we discuss example (47a). 

47a Why do you wonder whom John will invite? 

This example is grammatical if we interpret why as bearing on the reason for 
wondering. An answer could be: 'I wonder because I am concerned about the 
man's knowledge of French.' But (47a) cannot have the reading in which why 
is corutected with invite. Apparendy we cannot represent this sentence as an 
example of long movement of why parallel to (47b): 

47b Why do you think that Emsworth will invite George? 

(47b) is ambiguous. Why can be interpreted with or construed with think or 
with invite. 
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We return to (47b) below (section 3.3.2). Let us now concentrate on (47a). 
The possible interpretation of (47a) will have S-structure (47c) and LF (47d): 

47c Why; do fn. you wonder t; [cp whoIDj [IP John will invite tjm? 
[-ryJ 

47d Why; do flp you wonder t; b whomj [IP John will invite tj]]] ? 
[+y] [-ry] 

This ought to pose no problems to the reader: the argument trace is gamma­
marked at S-structure and the trace of why is gamma-marked at LF. 

(47e) is the S-structure of (47a) where why is construed with the lower 
clause: 

47e "Why; do [IP you wonder [cp whomj flp John will invite tj t;] ]]?  

First of all, note that the subjacency condition has been violated: why has 
crossed two bounding nodes JP. But it appears that the sentence is more than 
a mere subjacency violation. In order to assess the impact of subjacency let! 

us first look at a simple example (48a): 

48a ? ?Whom do you wonder why John will invite? 

This sentence is marginal but it can be interpreted: whom is the object of 
invite. (48a) is an example of a subjacency violation, but the ECP is satisfied. 
Gamma-marking applies to the trace of whom at S-structure (48b) and to the 
trace of why at LF (48c). 

48b Whom; do flp you wonder b whYj [IP John will invite t; 1j]]]? 
## ## [-ryJ 

48c Whom; do £n, you wonder b whYj [IP John will invite t; G]]] ? 
[-ry] [-ry] 

In (47a) why cannot be construed with the lower clause at alL This leads us 
to conclude that it cannot just be that subjacency is violated. Subjacency 
violations do not lead to such strong effects. The S-structure and the LF repre­
sentations of (47a) with their gamma-features are given in (48f) and (47g) 
respectively. 
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47f "Why; do [IP you wonder la whoIIl; [IP John will invite tj t;]]] ? 
[+y] 

47g "Why; do lIP you wonder la whoIIl; [IP John will invite tj tJ]] ? 
[+y] [-y] 

In the S-structure (47f) gamma-marking applies to the trace of whom;. In the 
LF representation (47g) gamma-marking applies to the trace of why. Why is 
separated from its trace by two JP boundaries and one CP boundary. We 
conclude that the antecedent is too far removed from the trace to be able to 
antecedent-govern it. We need to make this conclusion more precise and we 
return to the matter in chapter 10. Chapter 12 provides a different account. 

Our discussion above illustrates a general phenomenon to which we shall 
return in the following sections: sentences that violate subjacency may give 
rise to unacceptability but those that violate ECP are much worse. We invite 
the reader to check the modified account here with other examples of ECP 
effects discussed in this and the preceding" chapter. 

3.3 Intermediate Traces and the ECP 

3.3.1 TIlE PROBLEM 

We have not yet discussed the status of the intermediate traces created by 
movement. Clearly, the formulation of the ECP would be maximally simple 
if we could assume that it also applies to these traces. Otherwise we have to 
discriminate such traces from traces in base-positions, a complication of the 
theory which we then would have to explain. In this section we shall see that, 
like adjunct traces, intermediate traces at LF are subject to the ECP and must 
be antecedent-governed. 

3.3.2 INTERMEDIATE TRACES AND ANTECEDENT-GOVERNMENT 

Consider an S-structure representation (49a) and the corresponding LF 
representation (49b): 

49a Whom; do lyou think [t'; that [John will invite 
r 

49b Whom; do [you think [that [John will invite 

Gm ? 
[+y] 
tJ]] ? 
[+y] 

At S-structure the trace in the base-position is [+y]: it is theta-governed by 
the verb. The intermediate trace is created in order to satisfy the subjacency 
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condition (see chapter 7). Since the intermediate trace is not in an argument 
position, we treat it like an adjunct trace. The trace is not theta-governed: 
think theta-marks the complement CP but not the trace in [Spec, CP]. In 
order to satisfy the ECP the intermediate trace would have to be antecedent­
governed. According to ASSUMPTION I, the intermediate trace, which is a 
non-argument trace, could be gamma-marked at LF, like all adjunct traces. 
But recall that ASSUMPTION II allows elements which do not contribute to 
the logico-semantic representation of a sentence to be deleted at LF. The 
intermediate trace is such an element. In the LF representation (49b) the 
intermediate trace is accordingly deleted. As a result, (49) is in a sense a non­
example: at the level where we are checking the gamma-features of interme­
diate traces there are no such traces left. This does not mean that the problem 
of intermediate traces is a non-problem, though. 

Consider (50a) (= 47b), in which ' an adjunct is extracted, with the S­
structure (SOb) and the LF (50c): 

50a Why do you think that Emsworth will invite George? 
SOb WhYi do lIP you think la t'i that lIP Emsworth will invite George tJ]] ?  
50c WhYi do [IP you think la t'i lIP Emsworth will invite George ta]]? 

[?] [+'1} 

The lowest trace of the moved adjunct why must be gamma-marked at LF: 
it must be assigned the feature [+'1], by virtue of being antecedent-governed. 
The question is how t; is antecedent-governed, by t� or by why? 

Compare (50) with (51 ). (51 )  was discussed in the previous section as 
(47a). We consider only the impossible interpretation in which why is con­
strued with the lower clause. We have already established that under this 
interpretation the sentence violates subjacency and, more importantly, the 
ECP. 

51a "Why do you wonder whom John will invite? 
SIb *WhYi do [IP you wonder b whoI11j [IP John will invite tj ta])?  

[+y] 
SIc *WhYi do [JP you wonder b who111j [JP John will invite t j  ta]) ? 

[+y] [-y] 

The distance between why and the trace in the base-position in (SIc) was 
said to be too great for antecedent-government. This distance is exactly the 
same in (50c). We conclude that antecedent-government of the trace in the 
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base-position in (50c) is ensured not by why itself but by the intermediate 
trace, t�, which hence must not be deleted at LF. 

If we postulate that the
" 
intermediate trace must be properly governed like 

any trace then in (50c) the intermediate trace must be antecedent-governed 
by why: 

50d WhYi do lIP you think fa, t'i lIP Emsworth will invite George t;]]]? 
[+y] [+y] 

At this point we should perhaps dwell one moment on the LF representa­
tions (50d) and (5 1c), repeated here as (52a) and (52b): 

52a = 51c "Why; do lIP you wonder b whomj lIP John will invite G tJ]]? 
(l-y] [-y] 

52b :=SOd Why; do LP you think b t'; lIP Emsworth will invite George tJ]] ? 
[+1] [+1] 

We attributed the impossibility of co�struing why with the lower clause in 
(52a) to the ECP, saying that why would be too far from its trace to ante­
cedent-govern it. The distance between why and its trace is two IPs and one 
CP. On the other hand, we assume that why in (52b) can antecedent-govern 
the intermediate trace although it is separated from it by one IP and one CP. 
It looks as if we shall need to be very careful about defining which categories 
define barriers for government since blatantly neither CP nor IP can always 
constitute a barrier. This intricate matter is discussed in chapter 10. 

There is, of course, another way of discussing this issue. That would be by 
claiming that intermediate traces do not need to be governed at all. Though 
such a step would complicate our formulation of the ECP it would not lead 
to any different predictions with respect to the examples discussed so far. 

3.3.3 INTERMEDIATE TRACES MUST BE ANTECEDENT­
--;; ' GOVERNED 

r 

In order to test whether intermediate traces are subject to the ECP, we need 
an example whose ungrammaticality can be attributed solely to the presence 
of an ungoverned intermediate trace. This is not an easy matter but let us try. 

53 "Why do you wonder whom Bill thinks that John will invite? 
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(53) is grammatical if we interpret why as asking for the reason of the 
wondering, but why cannot be construed with either think or invite. As in the 
discussion of (47a), we assume that the impossible readings are attributed to 
the ECP since subjacency violations do not produce such strong effects. We 
shall only discuss the reading in which why is construed with invite, hence 
the asterisk. 

The S-structure and LF representations of (53) are (54a) and (54b) 
respectively: 

54a " [CPI Why; do [IP. you wonder [CP2 whomj lwl Bill thinks [CP3 t'; that [IP3 
John will invite � tJ]]]]] ? 

[+1] 
54b "hI Why; do lw. you wonder [CP2 whoIDj [IPI Bill thinks h3 t'; [IP3 John 

[--y] 
will invite � tJ]]]]J ?  

[+1] [+1] 

In (54a) t; is marked [+1], being theta-marked by invite. In (54b) the lowest 
trace of why is properly governed by the intermediate trace, t';, in [Spec, CP3J . 
This means that this trace must be present at LF. If the intermediate trace in 
[Spec, CP3] were itself not subject to the RCP the sentence would only violate 
subjacency and this would not explain the strong unacceptability of the read­
ing in which why is construed with the lower clause (CP3) .  Let us assume 
that the intermediate trace in [Spec, CP3] is subject to the ECP. Given that 
it is not in an argument position, proper government will have to be achieved 
by antecedent-government. But the trace is separated from the antecedent 
whYI by two IPs and one CP. As seen above (52a), this distance is apparently 
too great for antecedent-government: the combination of the three maximal 
projections has the effect of creating a barrier. 

If we assume that intermediate traces are subject to the ECP at LF then we 
have a way of explaining why the representation (54b) is ruled out. So far 
no other principle of our grammar is able to explain the strong ungram­
maticality of this sentence. 

An example that makes the same point is discussed in Chomsky (1986b: 
11 (22d» . 

55 "How did Bill wonder [cp who [IP wanted [t' [to fix the car t]]]] ? 

We invite the. reader to work out why (55) is ungrammatical. 
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4 Reconstruction 

4. 1 The Binding Theory and Reconstruction 
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In chapter 4 we discussed the application of the binding theory. This module 
of the grammar regulates the interpretation of NPs. 

56 Binding Theory 
Principle A 
An NP with the feature [+anaphor] must be bound in its governing 
category. 
Principle B 
An NP with the feature [+pronominal] must be free in its governing 
category. 

Recall also that R-expressions are inherently referential and resist A-binding 
(Principle C). 

Consider the following examples (see also chapter 7, exercise 6): 

57a Johni wondered which pictures of himself; Mary liked. 
57b Which pictures of himself; will John; sell? 
57c Which pictures of each -otheri do you think that your parentsi prefer? 
57d Which pictures of himselfi does John; think that Jane will sell? 
57e Which pictures of himselfi does Jane think that John; will sell? 
57f Which pictures of himself;� does John; think that Billj will sell? 
57g Criticize himselfi John; never will. 
57h Criticize himselfi Mary never thought that John; would. 
57i "Criticize himselfi John; never thought that Mary would. 

In this,. section we return to some of these examples. (57a) is unproblematic: 
hims�lf, the anaPhor, is bound by the matrix subject Joh". In this example 
the binding theory can apply to the S-structure �epresentation. (57b) is gra�­
matical in spite of the fact that the reflexive himseJf is not c-commanded by 
the antecedent John; At first sight, such an example might appear to be direct 
support for Btllletti and Rizzi's (1988) proposal that Principle A can apply at 
D-structure: at D-structure the wh-phrase which pictures of himself will occupy 
its base-po�ition and the reflexive will be bound by the subject NP: 
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58 Johnj will sell which pictures of himselfj ?  

(57c) could be dealt with in an analogous way. We leave the reader to work 
it out for himself. But this approach is problematic for other examples. 
Consider, for instance, (57d). The example is grammatical, which means that 
the reflexive himself must be bound. The antecedent of himself must be an 
NP with the feature [+Masculine], Le. John rather than Jane wiJI be the an­
tecedent. As was the case in (57b) and (57c) the antecedent John does not 
c-command himself at S-structure. In this example, though, the D-structure 
wiJI not help us either: 

59a D-structure 
b! In>! Johnj does think [en that Iln Jane wiJI sell which pictures of 
himselfj ]lll ? 

At D-structure the only potential binder for the reflexive is Jane, but Jane does 
not have the relevant feature. How can we account for the grammaticality of 
this example? Consider the derivation of (57d): its D-structure is given in 
(59a); in (59b) we have given the S-structure configuration with aJl the relevant 
traces: 

59b b! [Which pictures of himselfaj does In>! Johnj think b2 t'j that Iln Jane 
will sell t j]lll ? 

We assume that the wh-phrase which pictures of himself has moved via the 
lower [Spec, CP2] to reach the higher [Spec, CPl].  In (57d) the reflexive is 
bound by John, but neither the S-structure position nor the D-structure po­
sition of the wh-phrase can account for this kind of binding in an obvious 
way. We have to establish a c-command relation between John and himself, 
but the NP Jane, which is a potential binder, should not intervene as a 
c-commanding subject. When we consider (59b) very carefully it would appear 
that the position we need is the position signaJled by the intermediate trace 
in [Spec, CP2], tj. It is proposed in the literature that the binding relation 
which is required for this sentence can be achieved by reconstruction. 
Reconstruction is a process by which a moved phrase is 'placed back' to a 
previous movement site. The wh-phrase in our example has moved through 
the intermediate [Spec, CP2] . As a first analysis, to be modified below, we 
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reconstruct the wh-phrase to the position of the intermediate trace in order 
to ensure that the reflexive can be bound by the antecedent John:12 

59c [CPI [IPI John; does think [CP2 [which pictures of himself;lj that [IP2 Jane 
will sell t;lJ]]. ( 

Let us turn to (57e), repeated here as (60a): 

60a bl [Which pictures of himself;]j does [IPI Jane think [CPl t j that �P2 John; 
will sell tjllll ? 

In this example the antecedent of the reflexive himself is again John; the position 
relevant for the binding of the reflexive is the lowest trace of the moved wh­
phrase. On a reconstruction approach we could say that the relevant relation 
is achieved by moving the wh-phrase which pictures of himself back into the 
position marked by the lower trace: 

60b bl Does [IPI Jane think b2 t'j that k2 John; will sell [which pictures 
of himself;lj llll ? 

However, the structure derived by reconstruction as proposed in (59c) and 
(60b) is also uns�tisfactory: though it does allow us to account for the inter­
pretation of the reflexives, we no longer can account for the fact that the 
relevant sentences are questions. Consider (60a), for instance. On the as­
sumption that the interrogative scope of the wh-operator is determined by its 
c-command domain (cf. section 2.1 .  above), the interrogative component of 

12 Reconstruction phenomena are discussed among others in Aoun and Li (1989j, 
Barss ( 1986, 1988), Brody (1993b), Chomsky ( 1992), Huang (1993). For a dif­
ferent view the reader is referred to van Riemsdijk and Williams (1981) . In the 
text we propose that reconstruction places the relevant constituent in a lower 
position. Barss (1986) deals with the phenomenon in a different way: he makes 
c.Q1cial use of the chain created by movement. Reconstruction type phenomena are 
also found iIt'the following examples: 

(i) What John saw was a picture of himself. 
(ii) I saw the pictures of each other that Jane and Ann took. 

(iii) The pictures that Jane and Ann admire most are each other's pictures. 

(i) is an example of a pseudo-cleft construction. For an early discussion of this 
construction see Higgins (1972). 
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the wh-phrase which pictures of himself has matrix scope, it c-commands the 
matrix clause. On this view, the appropriate LF representation of (60a) can­
not be (60b): in (60b), the wh-operator does not have the matrix clause in its 
c-command domain. The LF representation must be more like that in (60c): 

60c [CPI [Which x]j does &'1 Jane think h2 t'j that [JP2 John; will sell [x 
pictures of himselfJj ]]]]? 

Reconstruction does not move the entire wh-phrase back into a lower posi­
tion, but only part of it. 

Finally consider the examples in (61 ). Both are ambiguous in that either 
John or Bill serves as an antecedent for himself: 

61a hi [Which pictures of himself]j did &'1 John think [CP2 t'j that b Bill 
would sell t;]]]] ? 

61b hi &'1 John wonders £cr2 [which pictures of himself]j b Bill would sell 
t;]]]]. 

. 

I 
In (61a) himself can be bound either by John or by Bill. This means that in 
this example reconstruction can freely place the relevant section of the wh­
phrase either in the position of the intermediate trace (t,) or in the position 
of the lower trace (tj), i.e. the reconstruction site is freely chosen. The recon­
struction process will leave the wh-operator in the 5-structure position to 
garantee that it can c-command the clause to which it gives interrogative 
force. In (61b) the reflexive is bound either by John or by Bill. When Bill is 
the antecedent, we assume that the wh-phrase reconstructs in the base posi­
tion; when John is the antecedent there is no reconstruction. We conclude as 
a first approximation that reconstruction is not automatic, and that appar­
ently the site of reconstruction is fairly free. In the next sections we shall see 
that the apparent optionality of reconstruction can be restricted if other 
principles of the grammar come into play. 

We turn to the other examples of (57) presently. First consider some other 
examples of reconstruction. 50 far we have looked at instances of Principle 
A effects, where reflexives or reciprocals require binding. Recall that the bind­
ing theory also applies to NP-traces, i.e. traces of NP-movement, as discussed 
in chapter 6. The binding requirement for NP-traces can also be satisfied by 
reconstruction. Consider (62a): 

62a John; is £AP very likely &, t; to win]] .  
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This is an example of NP-movement, specifically NP-raising, discussed in 
chapter 6. We assume that John originates as the subject of to win and is 
moved to the canonical subject position of the matrix clause to be assigned 
case. The trace of John in the lower non-finite IP has to be bound, it is subject 
to Principle A of the binding theory. This is unproblematic in (62a). Consider 
now (62b), where the AP headed by likely has been wh-moved: 

62b [er luor.: how likely [u. t; to win]] iSj [u. John; G trJ]? 

In (62b) the trace in the subject position of to win is not bound by John at $­
structure, but if we return the moved phrase how likely to win to its base­
position, the desired effect will be achieved. 

In (63) we see that reconstruction is also relevant for Principle B effects. 
In (63a) him cannot be coindexed with John in spite of the fact that John does 
not c-command him at S-structure. 

63a With �I"b John; never talked. 
(d. Huang, 1993: 105) 

On a reconstruction approach (63a) will be ruled out in the same way as 
(63b). The preposed PP apparendy has to reconstruct. 

63b John; never .talked with himj/';. 

Consider the interaction of reconstruction with Principle C: 

64a ?? [[How many pictures ofJohni]j does [u. hei think [er t'j that [u. I like 
tj]]]] ? 

. 

64b ?[[How many pictures of John;]j do [u. you think ler t'j that [u. hei will 
like G)]]] ? 

(64lij"could be ruled out as a violation of Principle C, if we assume that the 
wh-phrase how·rmany pictures of John is reconstructed to a lower position. 
We would have to conclude that reconstruction is at least preferred for (64a): 
if we did not reconstruct the wh-phrase the sentence ought to be grammati­
cal, which it is not. Observe, though, that (64a) is not considered completely 
ungrammatical. We return to this point presendy. 

(64a) is less acceptable than (64b). This will follow again if we consider the 
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S-structure representation of these sentences more carefully. In (64a) there 
are two reconstruction sites available: the base-position and the intermediate 
[Spec, CPl, but neither kind of reconstruction can lead to a grammatical 
representation. If we reconstruct the fronted NP how many pictures of John 
to the base position then the pronoun he will c-command the NP John and 
if the pronoun and the NP are co indexed the sentence should be ruled out 
be Principle C: John is an R-expression and it will be bound. The same will 
apply if we reconstruct the wh-phrase to the intermediate [Spec, CPl: again 
he will c-command John. In (64b) there are again two sites for reconstruction: 
the base-position and the intermediate trace in [Spec, CPl . If we reconstruct 
to the base-position, the sentence is ungrammatical: he c-commands John . If 
we reconstruct the fronted NP to the position of the intermediate trace, the 
pronoun he will not c-command John and thus can be coindexed with it. 

The interaction of reconstruction and Principle C leaves many questions, 
though. We have already seen that (64a) is not entirely ruled out, contrary 
to what Principle C in combination with reconstruction would lead us to 
expect. The effect of Principle C seems to be weakened even further if the R­
expression is more deeply embedded in the moved phrase as suggested by the 
contrasts in (65) (from Huang, 1993: (12b )-(12c) ) : 

65a ? ?Which pictures of John; does hej like most? 
65b ?Which claim that Johnj was a thief did hej deny? 
65c Which pictures that John; took does he; like most? 

While (65a) is marginal, (65b) and (65c) are much improved, even though 
again the reconstruction site could only be the base position of the wh-phrase. 
Reinhart (1981)  relates the contrasts in (65) to the depth of embedding of the 
R-expression in the moved wh-constituent. Another factor that might play a 
role (cf. Lebeaux, 1989) is the contrast between complement and adjunct: 

65d Which pictures near John did he like most? 

In (65a) John is a complement, in (65d) it is part of an adjunct. A similar 
contrast is found in the pair (65e)-(65f): 

65e Which claim that Johnj was asleep was hej/.j willing to discuss? 
65f Which claim that Johnj made was he;� willing to discuss? 

(Chomsky, 1992: (33) ) 
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In (65e) the pronoun he cannot take John as an antecedent, suggesting that 
reconstruction takes place; in (65f) he and John can be coindexed, suggesting 
that reconstruction is only an option. We leave the problems with respect to 
the interaction of reconstruction and the application of Principle C aside in 
this book. The reader is referred to the literature for discussion. 

Let us summarize the above discussion and say . that S-structure is relevant 
for the binding theory, since the intermediate traces count, but that we also 
have to appeal to reconstruction. Reconstruction is another process which 
has no overt effects on the string: there is no surface reflex of the reconstruc­
tion effects in the examples given. Apparently in some cases reconstruction 
is obligatory (Principle B), in some cases it is optional (Principle A, partly 
Principle C). The reconstruction site is the base position of the moved element 
or an intermediate trace of movement. 

4.2 VP Fronting and Reconstruction 

Now consider examples (57g)- (57i) repeated here as (66) . In all these exam­
ples a VP has been preposed: 

66a [vpj Criticize himself;] John; never will �. 
66b [[vpj Criticize himselfJ [Mary never thought b t'j that lIP John; would 

tjllll . 
66c * [[vpj Criticize himselfJ [John; never thought lcr 1'j that fa, Mary would 

tjm]. 

In (66a) the reflexive himself is bound by John, the subject of the matrix 
clause. As a  first approximation, to be revised below, we could say that the 
fronted VP reconstructs into its base-position and that John binds the re­
flexive. In (66b) the same analysis applies: the lower subject John binds the 
reflexive after the VP has been reconstructed into its base-position. The ques­
tion arises whether we could also use the intermediate trace for reconstruc­
tion of the VP. In (66b) position of the intermediate trace (t,) will not be 
usable: if we were to reconstruct the VP into that position then there would be 
no c-commandlng NP with the relevant properties available: Mary, the subject 
of the matrix clause, is feminine and himself is masculine. But (66c) shows 
that even with a relevant binder available in the matrix clause, the effect still 
is ungrammaticalY John, the subject NP of the matrix clause, cannot serve 

13 Examples such as the ones discussed here are dealt with in Huang (1993). This 
paper discusses the many problems related to reconstruction in far greater detail 
than we can do here. 
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as the antecedent of the reflexive contained in the fronted VP. Fronted VPs 
always have to be reconstructed to their base-positions. In general, recon­
struction to the base-position is not enforced by the binding theory: in pre­
vious examples fronted NPs were reconstructed to the position of intermediate 
traces. What property of the fronted VP forces reconstruction to the base­
position? One option, which seems rather promising, will be explored here. 
Recall the discussion of the base-position of the subject in chapter 6, section 
5. We discussed the French examples (1 10) repeated here as (67): 

67a Tpus les gar�ons ont lu ce livre. 
all the boys have read this book 

67b· Les gar�ons ont tous lu ce livre. 
the boys have all read this book 

We proposed that the quantifier tous in (67b) signals the base position of the 
subject. Both examples would have a D-structure where tous les garfons 
originates in a VP-intemal position, and where the canonical subject position 
[Spec, JP] is empty: 

67c [IP e ont [vp [NP tous les gar�ons] lu ce livre]] . 

At S-structure, either the full subject NP tous les garfons moves to the subject 
position, as in (68a): 

68a [IP [NP; Tous les gar�ons] ont [vp tj lu ce livre]] . 

Alternatively, the phrase les garfons moves and strands the quantifier toUS,t4 
leading to sentence (68b): 

68b UP fNPJ Les gar�ons] ont [vp tous tj lu ce livre]] 

Observe that the subject-in-VP hypothesis developed in chapter 6 implies that 
the canonical subject is in a derived subject position and has a VP-intemal 
trace. The trace of the moved subject is an NP-trace, it is subject to Principle 

14 The exact mechanism of the movement of les garfons is a question for research. 
Shlonsky (1991), for instance, proposes that les garfons is not moved out directly 
from its position to the right of taus, but rather transits to a specifier position to 
the left of tous. The reader is referred to Shlonsky's article for discussion. 
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A of the binding theory and has to be bound by an NP in an A-position. This 
hypothesis will help account for the need to reconstruct

' 
fronted VPs into 

their base-position. 
' 

One immediate consequence of the approach developed here is that if VP 
always contains the trace of the moved subject then the representation of the 
examples in (66) is as in (69).  Accordingly, the VP-internal reflexive himself 
in the examples in (69) can be bound by the trace of the subject NP (cf. also 
the discussion in chapter 6, section 5, ( 1 1 8 ) ) . 

69a [VPj t; Criticize himself;] John; never will 1:;. 
69b [VPj t; Criticize himself;] Mary never thought la t'j that [IP John; would 

tj)) . 
69c . [vpj t; Criticize himselfJ John; never thought b t'j that [IP Maryk would 

tj)). 

Strictly speaking, and contrary to what we suggested above, the fronted VP 
does not have to reconstruct in order to allow the reflexive to be bound. 
However, we should not conclude that the fronted VP does not reconstruct. 
The VP-internal trace of the subject, tj, is an A-trace and itself subject to the 
binding theory, specifically to Principle A. Reconstruction is now required to 
allow the VP-internal subject trace to be bound. In (69a) we will reconstruct 
the VP to the base-position (tj) and tj will be bound by John, the NP in the 
canonical subject position, [Spec, IP); tj binds himself. In (69b) we will re­
construct the fronted VP into its base-position. In this way John can bind tj 
and tj will bind the reflexive. In (69c) we cannot reconstruct the fronted VP 
to an appropriate position. If we were to reconstruct the VP to the base­
position then Mary could bind the VP-internal trace, tn but if tj binds the 
reflexive himself, Mary will bind himself by transitivity of coindexation, and 
there will be a clash in features between Mary and himself: 

69d ·JoIm, never thought la t'j that In> Maryk would [vp tk/i criticize himself;])]. 

If we reconstruct the fronted VP to the intermediate position, John, the matrix 
sub� can biod tn and its features, [Masculine, Singular) also match those 
of the reflexiv6 himself, but now Mary, the subject NP of the lower clause, 
is not associated with a chain any more, hence Mary cannot receive a the­
matic role: 

6ge la. In>. ·John; never thought [en [vp t; Criticize himselfwJj that [1P2 
Maryk would �)))). 
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Moreover, in (6ge) John is the external argument of both thought and of 
criticize. It will receive two thematic roles and violate the theta criterion. 
Consider, finally, (70) 

70 lvp j ti  Criticize himselfwk) Johnk never thought la t'j that lIP Billi would 
tjll· 

In (70) the fronted VP criticize himself contains an anaphor, himself. In spite 
of the fact that there are two potential antecedents, Johnk and Billj, the 
antecedent of himself must be Bill. This follows from the discussion above: 
in order to satisfy the binding requirement on the VP-internal subject trace 
tj we must reconstruct the fronted VP into its base-position (tj). 

To sum up. In order to create the configurations relevant for binding, we 
reconstruct constituents which have been subject to A'-movement into either 
their base-position or into a position occupied by an intermediate trace cre­
ated by movement. Fronted VPs always reconstruct to their base-position; 
this follows from the hypothesis that the subject NP originates in a VP­
internal position. 

4.3 Reconstruction and Idioms 

As a final set of data related to reconstruction consider the following examples, 
taken from Chomsky (1992). 

71 John wonders which pictures of himself Bill took. 

(71 ) contains a fronted wh-phrase which pictures of himself which in turn 
contains a reflexive, himself. The anaphor can be bound either by John or by 
Bill, depending �n whether we reconstruct the wh-phrase or not: if we do not 
reconstruct then the matrix subject John will bind the reflexive. However, 
there is an additional semantic effect in this example. Take pictures can have 
an idiomatic reading, 'photograph' and a literal reading, 'remove pi�es'. 
According to Chomsky ( 1992: 35ff.) the idiomatic reading is only available 
when the antecedent of himself is Bill. This would follow if we assume that 
idiomatic expressions have to be interpreted as units. The idiomatic reading 
of take pictures can only be achieved if we have a representation where the 
elements of the idiom constitute a unit, i.e. assuming that the interpretation 
if achieved at LP, we will arrive at the idiomatic reading if we reconstruct the 
wh-phrase containing the N pictures to the base-position. 
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Wh-operators . and Quantifiers 
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In this section we introduce further problems in the analysis of reconstruction 
facts. We do not intend to provide a complete analysis, but simply wish to 
illustrate the kind of work that is being done. 

5.1 VP Adjunction of Quantifiers 

In this section we turn to more examples of quantifier interpretation. Con­
sider the contrast between (72a) and (72b): 

72a Who does everyone like? 
72b Who likes everyone? 

The first question is ambiguous: either there is one person liked by everyone, 
say Chomsky, or there are as many persons as there are entities associated 
with everyone. In the latter reading " one could answer: Sten likes Tarald, 
Corinne likes Luigi, lan likes Oswaldo, Bonnie likes Irene. In the tirst inter­
pretation, who takes scope over everyone. In the second reading everyone takes 
wide scope. If we were to assume that QR only moves a quantifier to lP, as 
suggested so far, then (73a) would be the LF representation for (72a): 

I 

r 
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73a CP 

.----1 
Spec C '  

� 
C JP 

/\ 
NP JP 

� 
NP J '  

� 
VP 

I 
V '  � .  
V NP 

tk like tj 

, 
Everyone is adjoined to IP. Remember that adjunction creates a maximal 
projection on top of another one (see chapter 7). We have assumed that in 
order to be 'inside' - or dominated by - a category an element must be in­
side - or dominated by - ALL the maximal projections which make up that 
category. 

In (73a) everyone is not dominated by IP in this sense, since it is only 
dominated by one segment of it, the higher IP. Everyone is, to use our 
metaphor, 'on the balcony'. Everyone is, however, dominated by the category 
CP and so is who. This means that in this representation whoj and everyone; 
are dominated by exactly the same maximal projections. May (1985) proposes 
that when two quantifiers are dominated by exactly the same maximal pro­
jections either may take wide scope, hence the two readings associated with 
the sentence. 

Adopting this analysis raises a problem for (72b). TIlls sentence· is unam­
biguous: who must have wide scope. To a question like (72b) the only pos­
sible answer is something like: 'Sten'. Sten would be an individual who likes 
everyone else. Suppose we apply QR as before and adjoin everyone to IP: 
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The reader can see that relation between who; and everyonej is identical to 
that in (73a). Hence (73b) should lead us to say that (72b) is ambiguous, 
contrary to fact. 

May (1985) proposes that the LF representation of (72b) is not (73b) but 
(73c): 

; 
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73c CP 
----I 

Spec C '  

� 
C IP 

/\ NP I '  

r------. 
VP 

� NP 

-s everyone; 

VP 
I V' 
� 

V NP 

I I 
like tj 

In (73c) everyone; is adjoined to VP and not to IP. Everyone; is not domin­
ated by VP, being dominated by one segment only. Everyone; is dominated 
by IP. Who; is dominated by CP and not by IP. May argues that in this 
representation the scope of who must be wider than that of everyone. The 
scope of a quantifier at LF will be determined by the maximal projection 
which dominates it. Adjunction to VP is not new in our theory. In chapter 
6 we discussed free subject inversion in Italian as an instance of VP-adjunction, 
and in chapter 7 we discussed heavy NP-shift and PP-extraposition in those 
terms. 

S.2 Scope Reconstruction 

Consider (74a) :15 
74a How many papers can you correct in one hour? 

IS This example is inspired by the discussion in Cresti ( 1993) and Longobardi (1987). 
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(74a) is ambiguous; depending on the interaction of the fronted wh-phrase and 
the quantificational element in in one hour. In one interpretation the question 
can be paraphrased as 'For how many papers is it the case that you can 
correct each paper in one hour?' The answer could be something like: 'I can 
correct three of the papers in an hour, the others will take longer.' The 
second interpretation is the one where in an hour has wide scope, and can 
be paraphrased as 'Which is the total of papers that you will manage to 
correct in the span of one hour?' where the answer would be something like: 
'Six, I take ten minutes per paper.' The same ambiguity is found in (74b): 

74b How many papers do you think you can correct in one hour? 

Following the discussion in section 1 of this chapter we assume that the scope 
of a quantifier is its c-command domain. If we assume the quantificational 
phrase in one hour adjoins to lP, then for (74a) we end �p with a partial 
representation as in (75) .  

75 CP � 
Spec IP 

� �  
papers L � 

in one hour IP D 
NP . . .  

Based on the discussion of adjunction in chapter 7 (section 3.5) we say that 
the l�P in one hour is not dominated by lP, since it is only dominated by a 
segment of IP . 

.the first maximal projection dominating pp is not IP but CP; 
hence. both the moved wh-phrase and the quantificational element in one hour 
are dominated by the same maximal projection, resulting in the ambiguity (cf. 
May, 1985).  But if this approach is feasible for (74a) it is far less so for (74b) 
where in an hour would adjoin to the lower IP and where the wh-phrase 
occupies the matrix [Spec, CPl, However, the relevant scope interaction can 
be achieved if we are allowed to reconstruct the fronted wh-phrase into the 
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domain of the lower clause. Observe that reconstruction is blocked if a wh­
element occupies the intermediate [Spec, CP): 

74c How many papers do you wonder whether you can correct in an hour? 

In this example how many papers has wide scope with respect to in one hour. 
The interpretation is: 'For how many papers is it the case that you can correct 
the paper in an hour?' The reconstruction involved in these examples restores 
scope relations and is referred to as scope reconstruction. Not all reconstruc­
tion is blocked by intervening wh-phrases: 

76 £a.l [Which pictures of himselfJi does [IPI Mary wonder [en whether 1iP2 
Bill; likes G)m? 

The reflexive himself in (76) is bound by Bill, suggesting that the preposed 
wh-phrase can be reconstructed into its base position regardless of the inter­
vening wh-phrase whether. The domain of reconstruction and its properties 
is subject to further research (cf. Brody, 1993b). 

6 Expletive Replacement and Full Interpretation 

In our discussion of LF representations we have concentrated essentially on 
the representation of operator scope. In this section we briefly introduce the 
Principle of Full Interpretation. We shall illustrate this principle on the basis 
of the existential construction in English. Consider (77): 

77 There arrived lNP three more candidates) .  

(77) contains an existential construction, in  which the [Spec, JP] position is 
occupied by the expletive there and the NP three more candidates occupies 
a VP-internal position. Arrive is an unaccusative verb (cf. the discussion in 
chapter 6, section 3.2.3) and we assume that the post-verbal NP occupies its 
base position [NP, V'].  The existential construction raises many interesting 
questions which we do not go into here (cf. Belletti, 1988; Hoekstra and 
Mulder, 1990; Moro, 1989; and Safir, 1985 for a survey of the literature). 
One aspect which we briefly consider is the role of there in the semantic 
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representation of the sentence. Recall that we assume that expletives do not 
contribute to the meaning of a sentence. If this is true, then it is not clear 
what part the expletive c:m play in the LF representation of the sentence. LF 
is the level of representation which encodes semantic properties of the sen­
tence. Chomky ( 1986a) proposes that LF should only contain elements that 
are legitimate at that level, i.e. elements which contribute to the semantic 
interpretation. This constraint is referred to as the Principle of Full Inter­
pretation (FI). The legitimacy of an element at LF derives from the fact that 
it receives an appropriate interpretation at that level. By FI elements which 
do not receive an interpretation should be absent at LF. 

In view of FI the presense of the expletive there at LF would be prob­
lematic. There is associated with the post-verbal NP. Let us call the latter NP 
the associate of the expletive. Chomsky proposes that the associate moves to 
the expletive at LF. One option (Chomsky, 1986a) is that the associate re­
places the expletive (78a) at LF, this is referred to as expletive replacement; 
another option (Chomsky, 1991) is that the associate is adjoined to the 
expletive (78b) at LF: 

78a [IP [NPi three more candidates] will arrive ta. 
78b hp [NPi three more candidates [there)) will arrive tJ. 

Either process will ensure that FI is satisfied: in (78a) the expletive is eliminated, 
in (78b) we could say it is given interpretive content by the associate. 

The derivation of (78) illustrates another application of move-a mapping 
S-structure onto-LF: the movement of the associate to the expletive is an in­
stance of A-movement, i.e. movement to [Spec, IPl. Again, of course, this is 
covert movement without overt spell out. 

7 Summary 

In this chapter we have seen evidence for positing the level of Logical Form 
or LJi. This level represents the interpretation of scope-taking elements such 
as wb�phrases �d quantifiers. Wh-raising and quantifier raising are non-overt 
applications of move-a mediating between S-structure and LF. 

In the discussion we have described the cross-linguistic variation in the 
implementation of wh-movement. We have seen that in some languages wh­
movement is overt, it applies at S-structure, while in others it is covert, it 
applies at LF. Among the languages with overt movement, some allow multiple 
movement, others allow only one wh-constituent to move. 
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LP movement is like S-structure movement, specifically it leaves coindexed 
traces which are subject to the ECP. We have refined our notion of the ECP 
in order to account for the observed argument/non-argument asymmetries. 
Following proposals in the literature (Lasnik and Saito, 1984) we assume that 
gamma-marking applies to argument traces at S-structure and to other traces 
at LP. Furthermore there is a free deletion process at LF. We assume that the 
ECP is checked at LF and that intermediate traces are subject to the ECP. 

We have also discussed some aspects of reconstruction, i.e. the phenom­
enon whereby fronted constituents are moved to their base positions or to 
positions of traces which have been created by prior movement. Reconstruction 
is often required to restore a binding configuration. In the discussion we have 
seen that the subjeCt�in-VP hypothesis introduced in chapter 6 will help account 
for the restrictions on VP-reconstruction. 

Finally we introduce the Principle of Full Interpretation and its application 
to existential constructions. 

8 Exercises 

Exercise 1 

Discuss the S-structure and the LF representations of the following 
sentences and show how the ECP applies. 

1 I told them (cp whoml [IP John will invite �11. 
2 Whom; did you tell them [cp that [IP John will invite tJ]. 
3 Where, did you tell them [CP [IP John will invite whom �]]? 

Exercise 2 

In earlier versions of Government and Binding Theory (cf. Chomsky, 
1 98 1 a: 250) proper government was interpreted either as lexical 
government or as antecedent-government. A is a lexical governor for 
B if A head-governs B and A is a lexical category (N, V, A, P) . In later 
versions (Le. the one adopted here) lexical government has been re­
placed by theta-government. On the basis of examples (1 ) and (2) 
below, show that lexical government is not enough and that theta­
government is required. 
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Why do you think Emsworth will invite Poirot? 
2 Why do you wonder whom Bill thinks John will invite? 

In (1 ) why can be interpreted as modifying both think and invite. In (2) 

why cannot be construed with invite. 

Exercise 3 

Discuss the contrast in grammaticality between the following sentences: 

1 I don't know who said that Bill must retake which exam. 
2 *1 don't know which student said that who must retake the syntax 

exam. 

Exercise 4 

In the following examples the qual1tifier in the main clause takes scope 
over that in the subordinate clause. Provide the LF representations of 
these sentences. 

1 Everyone believes that someone loves him. 
2 Everyone believes that he loves someone. 

On the basis of examples such as these it has been proposed that 
quantifier scope is clause-bound: OR does not normally raise quan­
tifiers out of their clauses. 

Does this hypothesis predict the fact that evetyone in (3) can have 
scope over someone? 

3" Someone believes everyone to be invited. ,r 

(3) contrasts with (4) where evetyone cannot have scope outside the 
immediately dominating clause: 

4 Someone believes that everyone will be invited. 
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The contrast between (3) and (4) is also found in (5) vs. (6): 

5 I expect that no one will come. 
6 I expect no one to come. 

In (5) the negation contained in no one cannot take scope over the 
main verb expect. (6) may have the interpretation: 'I do not expect 
anyone to come' or 'For no person is it the case that I expect them to 
come.' Try to identify the syntactic properties of the paired sentences 
that may influence the interpretations outlined. 

Exercise 5 

Consider the following French examples: 

1 Jean a troUYe beaucoup de livres. 
Jean has found many of books 
'Jean has found many books.' 

2 Jean n'a pas troUYe de livres. 
Jean ne-has not found of books 
'Jean has not found any books.' 

3 *Oe livres n'ont pas ete trouves par Jean. 
books ne-have not been found by Jean 

4 Beaucoup de livres ont ' ete trouves par Jean. 
many books have been found by Jean 

5 Jean ne veut pas que tu ach8tes de livres. 
Jean ne wants not that you buy books 

6 * Jean ne veut pas que de livres soient achetes. 
Jean ne wants not that books be bought 

Kayne (1 984) proposes that constructions of the form de . . . N be 
analysed as containing an empty category corresponding to the overt 
beaucoup: 

7 [NP e de livres] 

How would this proposal enable us to account for the contrasts in 
acceptability among the examples above? 
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Exercise 6 

In chapter 7, section 7.2, we discussed the phenomenon known as 
crossover: 

1 a 'Whoj does he; see t;? 
1 b ·Whoj does hisl mother love t;? 

In both examples the pronoun (he, his) cannot be bound by the wh­
phrase. The example ( 1a) is referred to as strong crossover (SCO). 
We have seen that SCO can be derived from Principle C: the trace of 
who is an R-expression and if it is coindexed with he in (1 a) it will be 
A-bound. (1 b) illustrates weak crossover (WCO): the pronoun his 
cannot be bound by the moved wJt..phrase. This time Principle C can­
not be invoked. Consider now the data below. In (2a) the pronoun he 
is coindexed with the quantifier evel)'one, and the pronoun will receive 
a variable interpretation. Pronouns which are bound by a quantifier are 
called bound pronouns. Similarly in (2b) the pronoun he is bound by 
the wh-phrase. 

2a Everyone; will present his; work. 
2b Who; will present his; paper first? 

In what way can data such as (3) and (4) be used in support of LF, 
specifically in support of Quantifier Raising at LF? 

3a ·Who; did you say hel made you visit �? 
3b ·He; saw me visit nobodYI' 
4a ·Which man; did you say his; friends dislike �? 
4b ·His; friends should betray no manl' 

Exercis/7 

We have seen that reconstruction sometimes uses intermediate traces. 
(1 ) illustrates such a case: 

1 Which picture of himself does Bill think that Jane likes? 
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Discuss the application of reconstruction in the examples below; the 
judgements were obtained from a native speaker of British English . 

What kind of problems would these examples raise for the approach 
developed in section 4? 

2 Which pictures of himself does Bill wonder whether Jane likes? 
3 Which pictures of himself does Jane wonder whether Bill likes? 
4 Which pictures of himself does Jane wonder whether Bill thinks 

that John likes? 
5 'Which pictures of himself does Jane wonder whether Bill thinks 

that Ann likes? 

Can our theory, developed so far, account for the grammaticality 
judgements given above? 

Now consider the following sentences, the judgements given are 
from the same native speaker: 

6 Which pictures of himself does John expect Mary to buy? 
7 Which pictures of himself did John get Mary to buy? I 
8 Which pictures of himself did John consider Mary too proud of? ' 

No doubt you will conclude that the data lead to many problems of 
analysis. For this particular matter the theory in its present stage can­
not offer a clear answer. Crucially we need to appeal to intermediate 
traces. The exact role of intermediate traces with respect to recon­
struction is subject to ongoing research. In chapter 1 0  we return to 
intermediate traces. 

Exercise 8 

Discuss the problems raised for the binding theory by the following 
examples: 

1 a Himselfj, John, does not like �. 
1 b  *John" he does not like �. 
1 c *Him" he does not like �. 

2a Himself, h� thinks Mary loves �. 
2b Him" he, thinks Mary loves � with all her heart. 
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2c * John" hel thinks Mary loves tl with all her heart. 

(Barss. 1 988: 25) 
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The reader is referred to Barss (1 988) for discussion of such examples . 

Exercise 9 

Consider the following sentences. How could the theory of reconstruc­
tion we have been developing account for them? 

1 a They wonder which pictures of each other I will prefer. 

1 b I wonder which pictures of each other they will prefer. 

2a Criticize each other I never thought they WOUld. 
2b *Criticize each other they never thought I WOUld. 

3a They wonder how proud of each other we can be. 

3b *They wonder how proud of each other I can be. 

-
,r 
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Introduction and Overview 

Throughout this book we have repeatedly referred to the concept of barrier. 
We have often talked about barriers for government, specifying at various 
points that certain maximal projections were or were not barriers for out­
side governors. We have also used the notion 'bounding node' with respect 
to the subjacency condition on movement: NP and IP are said to be bounding 
nodes; they impose limits on the distance a constituent can move. 

Intuitively, it seems that the concepts barrier and bounding node are simi­
lar. Both restrict the domain of application of grammatical processes. But so 
far we have treated these two concepts quite independently. For instance, we 
argue, on the one hand, that IP is defective and does not constitute a barrier 
for government" while, on the other hand, we have defined IP as a bounding 
node for subjacency. 

In this chapter we formulate a definition of the notion barrier which can 
be used both in the definitions of government and proper government and in 
the definition of subjacency. The chapter is based on Chomsky's monograph 
Barriers (Chomsky, 1986b). The aim of this chapter is to give an introduction 
to the general principles behind Chomsky's work and to render the related 
literature more accessible. For a fully-fledged account the reader should con­
sult Chomsky's -own work. Recently a number of alternative approaches to 
deal with locality relations have been developed (Manzini, 1992; Rizzi, 1990a). 
Rizzi's ( 1990a) proposal is one of the most influential and has come to be 
known as Relativized Miuimality. This approach is discussed in full in chapter 
12. The Barriers model is important because many of the concepts introduced 
there have been taken up in the literature. 

Section 1 defines the notion barrier. In section 2 the subjacency condition 
is formulated in terms of barriers. In section 3 the ECP is reinterpreted in 
terms of barriers. Section 4 raises some remaining problems for wh-move­
ment and section 5 introduces the extension of the barriers framework to NP­
mo1'ement. 

1 Maximal Projections: Transparent or Opaque? 

In the course of our discussion we have explicitly or implicitly treated maximal 
projections as 'barriers for outside government, although many exceptions 
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were allowed on what might have looked like a more or less ad hoc basis. 
Government plays an important role in many syntactic processes. NPs are 
case-marked under government; traces have to be properly governed, a more 
restricted type of government. Whenever we can show that case is assigned or 
that a trace is governed from outside the maximal projection, we shall have 
to conclude that this projection is transparent for government. The relevant 
data are described in section 1 .1 .  On the other hand, PRO must be ungoverned. 
Whene'{er PRO occupies the specifier position of a maximal projection, that 
maximal projection must be opaque to outside governors. The relevant data 
are described in section 1 .2. We analyse the data in sections 1 .3 and 1 .4. 

1.1 Case-marking and Proper Government 

1.1 .1  INFINITIVAL IP 

Consider (1 ) .  

la I believe lIP him to be happy]. 
Ib I prefer very much [er for lIP him to leave first]] .  
le Johnj is  believed lIP tj to be happy]. 

(la)  is an example of exceptional case-marking (ECM): the subject NP of the 
lower infinitival clause is assigned ACCUSATIVE case by the matrix verb 
believe (see chapter 3 for discussion). This means that in ( la) IP cannot be 
a barrier for an outside governor. The same point applies to (lb), where for 
assigns ACCUSATIVE to him. 

The ECP forces us to conclude that in (lc) too, the lower IP is not opaque 
for an outside governor. The trace of the moved NP John must be properly 
governed to satisfy the ECP. It is clear that there is no proper governor inside 
the lower infinitival clause: the lower IP does not contain a theta-governor or 
an antecedent-governor for the trace. Hence the relevant governor must be 
outside IP. At this point we shall not discuss which element is the relevant 
governor in ( lc). The verb believed is an unlikely candidate since this verb 
theta-marks and hence theta-governs the clause JP and not its subject. We 
return to examples like (lc) in section 5 below.1 

I For a full discussion of this example the reader is referred to Chomsky (1986b: 
section 11) .  
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1 .1 .2 FINITE IP 

Finite IP too must not be an inherent barrier given the grammaticality of (2): 

2a b Who; do [IP you think b t'; lIP t; left]]]] ? 
2b b When; did lIP he leave tJ] ? 

In both examples the lowest traces must be properly governed and neither 
the trace of who; nor that of when; is theta-governed. We conclude that in 
both examples the antecedent in [Spec, CP] must be able to (antecedent-) 
govern the trace. This means that the IP projections in (2) cannot be barriers 
for outside government. 

1 .1.3 TRANSP ARENT CP 

Let us try to see if there are reasons for assuming that other maximal pro­
jections too are not barriers. Consider (3a) with the LF representation (3b). 

3a When do you think that Emsworth will invite Poirot? 
3b When; do [IP you think b t'; lIP Emsworth will invite Poirot tJl1 ?  

[+11 [+11 

Because we are dealing with adjunct traces, gamma-marking will only take 
place at LF. We assume that the complementizer that is freely deleted at LF 
(see chapter 9, section 3.2.2.2). In (3b) the lowest trace of when is ante­
cedent-governed by the intermediate trace, t�, as expected if IP is not a bar­
rier. The intermediate trace must also be properly governed (see chapter 9) 
and it can oitty be antecedent-governed. We are forced to conclude that when 
antecedent-governs the intermediate trace. This means that neither IP nor CP 
can constitute a barrier to government. 

1 . 1 .4 TRANSPARENT SMALL CLAUSES 
��:, 

Small clauses o�r further evidence that maximal projections are not neces­
sarily opaque for outside government: 

4a I thought [AGRP John unhappy). 
4b I thought [AGRP John a great friend). 
4c I expect £AGRP John in my office). 
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Following chapter 2, section 3.5, we assume that small clauses are AGRPs, 
i.e. maximal projections of a functional head, AGR. In each of the examples 
in (4) government from outside AGRP must be possible: the subject NP of 
the small clauses must be able to be case-marked by the matrix V. The small 
clause AGRP is transparent for outside government. 

The same conclusion follows from a consideration of the examples in (5)  
where a wh-phrase has been extracted from the subject position of a small 
clause AGRP. The ECP requires that traces be properly governed: 

5a b Whoj did [IP you [yp t'j [yp think lAGRP tj unhappy]]]]] ? 
5b [ep Whoj did [IP you [yp t'j [yp think lAGRP tj a great friend]]]]] ? 
Se [cp Whoj did [IP you [yp t'j [yp expect [AGRP tj in your office]]]]] ?  

The sentences in (5) are grammatical, this means the ECP must be satisfied. 
In each of the examples, the trace of who in [Spec, AGRP] is not theta­
governed: AGR does not theta-mark tlte subject of the small clause and the 
matrix verb does riot theta-govern it either. In each sentence, the trace in the 
subject position of the small clause, [Spec, AGRP], satisfies the ECP by 
antecedent-government. Given that the antecedent who is outside the small 
clause AGRP we again conclude that the small clause is transparent for 
antecedent-government. 

. 

1.1 .5 CONCLUSION 

On the basis of data concerning ECM and ECP we have established so far 
that certain maximal projections must be transparent for outside government. 

1.2 PRO 

1 .2.1 OPAQUE SMALL CLAUSES 

The PRO theorem (chapter 5), in contrast, helps identify those maximal 
projections that must be barriers for outside government. Consider (6): 

6 John arrived totally exhausted. 

In (6) there are two predicates: the V arrive and the A exhausted. Both of 
these need an argument to which to assign their thematic role. If we assume 
that arrive assigns its thematic role to John we shall need to posit a non-overt 



Barriers 553 

NP to which exhausted may assign its own thematic role (see discussion 
in chapter 5) .  A consideration of the properties of the non-overt subject of 
totally exhausted suggests that this is the null element referred to as PRO, 
which must be ungoverned at S-structure. We conclude that the small clause 
is opaque in (7): it is a barrier for outside government (from the verb or from 
I). 

7 John arrived [PRO totally exhausted] . 

In (8 )  the same conclusion can be reached: 

8a John came home [PRO a wiser man]. 
8b John came home [PRO in a foul mood]. 

We conclude that maximal projections sometimes are barriers to outside 
government and sometimes are not. They are not barriers by definition. Barrier­
hood is a relative property which apparently is determined by the syntactic 
position in which the maximal projeC!ion appears. 

1 .2.2 OPAQUE CP 

As another piece of evidence that maximal projections are sonietimes opaque 
for outside government, consider the following example: 

9 John decided la [IP PRO to see the movie]]. 
(Chomsky, 1986b: 1 1 )  

PRO must be ungoverned, so  we  are forced to conclude that either CP or IF 
is a barrier to government from the outside. 

A similar conclusion is obtained when we consider (lOa) which is ungram­
matj9� when why is construed with invite. Under this interpretation (lOa) 
has the LF (106): 

lOa "Why do you wonder whom Bill thinks John will invite? 
lOb lal WhYi do [IPI you wonder la2 whomj lIP2 Bill thinks 

la3 t'i lIP3 John will invite � talll]] ? 
[-y] [+y] [+y] 
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Based on the discussion in chapter 9, the intermediate trace in [Spec, CP] is 
the offending trace: it violates the ECP (see the [-'I'll.  Why; cannot antecedent­
govern the relevant trace because it is too far away. We conclude that though 
IP or CP are not absolute barriers for outside government, the combination 
of IP1, CP2, IP2 and CP3 is a barrier in this example. 

1.3 Conclusion: Maximal Projections May or May Not be 
Barriers 

We arrive at a problematic situation. On the one hand, we wish to say that 
maximal projections are not necessarily barriers for outside government (see 
the discussion in section 1 . 1 ), they are not barriers intrinsically. On the other 
hand, we need to assume that such projections are sometimes barriers for 
government (section 1.2) .  To add to the confusion, compare (9) with ( 11 ) :  

11  btWhenj did [lPt lohn decide [cpz t'; � PRO to fix the car t;]lll ? 

We need to assume that IP2 is not a barrier for outside government since t�, 
must govern tj• Similarly we need to assume that when is able to antecedent­
govern t �. Hence in (11) the combination of IP1 and CP2 should also not be 
a barrier for government. But, on the other hand, we want to be able to say 
that PRO is ungoverned. Hence, the combination CP2 and IP2 ought to be 
a barrier for government. 

One conclusion that appears to follow from the discussion so far is that IP 
is never a barrier on its own. Rather, it seems in certain circumstances 
to reinforce another maximal projection and form a barrier with it. In ( 1 1 )  
the combination CPz + IPz i s  a barrier, whereas IPz on  its own is not. On the 
other hand, the combination IPl + CPz is not a barrier. Structurally the com­
bination CP + IP seems to be a potential barrier. For (10) we could assume 
that the barrier for the government of the offending trace is constituted by 
CP2 + IP2. This hypothesis will be confirmed in our analysis below, where 
we shall provide a more general justification. 

1.4 Defining Barriers 

In this section we provide a definition of the notion barrier. We shall see that 
certain maximal projections are barriers themselves, intrinsically, others be­
come barriers by inheritance. 
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1.4.1 L-MARKlNG 

Let us retum to some of the small clause examples discussed previously: 

12a I thought [John unhappy). 
12b I thought [John a great friend]� 
12c I expect [John in my office at five]. 

13a John arrived [PRO totally exhausted]. 
13b John arrived [PRO a wiser man]. 
13c John arrived [PRO in a bad mood). 

We see that sometimes the small clauses are transparent (12), sometimes 
they are opaque (13 ) .  There is one important contrast between the two 
groups of examples. In ( 12) the small clauses are complements of the verbs 
think and expect; ·in (13)  the small clauses are adjuncts: they modify the VP 
but they are not arguments of the verb arrive. In (12) the lexical verbs govern 
the small clauses and theta-mark them: the verbs theta-govern the small 
clauses. In order to refer to the special relation established between a lexical 
item and the complement which it governs and theta-marks, Chomsky in­
troduces the term L-marking. 

As a first hypothesis let us say that a maximal projection which is L­
marked is transparent for an element contained in it, and that a maximal 
projection which" is not L-marked is potentially opaque for an element 
contained in it. A maximal projection which is not L-marked is called a 
blocking category (BC). 

14a L-marking 
A L-marks B if and only if A is a lexical category that theta-governs 
B. 
(Chomsky, 1986b: 15) 

14b BC 
<�·C is a BC for B if and only if C is not L-marked and C dominates B. 

(Chomski, 1986b: 14, def. (25) ) 

From the examples in (13 )  we might conclude that a BC is of necessity a 
barrier for outside government, but this conclusion is too rash. Consider (15) :  

15 When; do bl you think [cp t'j that bz John left tJ]] ? 
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IP2 is the complement of that. Even if one were to argue that the complemen­
tizer assigns a theta role to IP2, it is standardly assumed that the comple­
menrizer that is not a lexical category. One argument for this assumption is 
that that does not have any real semantic content and in fact in English that 
can be deleted, which is not true for other lexical categories. IP2 is not 
L-marked by that. Think theta-marks CP, which is therefore L-marked. But 
think does not theta-mark IPz• Hence IPz is not L-marked and a BC. In (15)  
t j  must be antecedent-governed by t�. We conclude that IP2, though a BC, is 
not a barrier for outside government. 

Let us say that a maximal projection is an intrinsic barrier for an element 
contained in it if the maximal projection is a BC, exception being made for 
IP. We assume that the exception for IP is justified because IP is 'defective' 
in that its head is a bundle of syntactic features, [± Tense ± AGR]. 

� .4.2 INHERITANCE 

In section 1 .1  we suggested that IP on its own would never be a barrier. On 
the other hand, an IP dominated" by a CP was said to be a barrier. This is 
schematically represented in (16a), which corresponds to an example like 
( 16b) :  

16a la . .
. [IP '  . .  ]] 

16b John decided [cp lIP PRO to see the movie]] . 

In (16b ) decide L-marks CP. Hence CP is not a BC. IP is not L-marked; it 
is a BC. Remember that we argued that the BC IP on its own is not a barrier. 
It is the combination of IP and CP that results in the opacity. Chomsky 
(1986b) proposes that in our example CP becomes a barrier because it domin­
ates a BC. CP is a barrier by inheritance. This leads us to the following 
definition for barrierhood: 

17 A is a barrier for B if and only if (a) or (b): 
(a) A is a maximal projection and A immediately dominates C, C is a 

BC for B. 
(b) A is a BC for B, A is not IP. 
(cf. Chomsky, 1986b: 14) 

In (16) A is CP, B is PRO, and the relevant BC, C, is IP. 
The notion government can be redefined integrating the notion barrier in 

(17). We distinguish between government by a head and antecedent-government: 
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1 8a Government 
X governs Y if and only if 

(i) X is either of the category A, N, V, P, I; 
or 
X and Y are coindexed; 

(ii) X c-commands Y; 
(ill) no barrier intervenes between X and Y; 
(iv) minimality is respected. 

18b Minimality condition on government 
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There is no Z such that Z satisfies (i), (ii) and (ill) and X c-commands 
Z. 

(18a(i) ) allows for the two types of government. (18b), the minimality con­
dition on government, serves to ensure that if two potential governors compete 
for government of Y then the closer One wins out. (See also chapter 12.) 

1.5 Unifying Subjacency and Government 

In the theory developed in Barriers (Chomsky, 1986b) the notion barrier is 
used in the definition of government and it is also used to replace the notion 
bounding node in the definition of subjacency. Informally, government cannot 
cross a barrier and movement must not cross more than one barrier.2 In the 
subsequent sections of this chapter we turn to examples to illustrate the idea. 
Given the relative complexity of the discussion we shall give several examples 
to illustrate the same point. In this way we hope that the reader can familiarize 
himself with the theory. It is advisable that the reader try to analyse the 
examples before reading our discussion. Do not get discouraged if at first 
your own analysis contains certain lacunae. If you go through all the sentences 
we discuss here you will finally get the knack. 

2 8 Subjacency and Barriers 
-:c�). 

f' 

In this section we see how the notion barrier can be integrated in the defi­
nition of the subjacency condition on movement. 

2 For a more careful formulation of the notion which does not appeal to counting 
barriers the reader is referred to Chomksy's own discussion (1986b: 30-1 ). 
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2. 1 Movement and Adjunction 

2.1 . 1  SHORT MOVEMENT AND LONG MOVEMENT 

We first look at the application of the notion barrier to the standard examples 
of subjacency. Let us say that movement must not cross more than one 
barrier. 

Consider (19) :  

19a When will John fix the car? 
19b When do you think John will fix the car? 

We discuss the examples one by one. The S�structure of (19a) is given in (20): 

20 b When; will fn, John fix the car tJ? t BC I 
We assume that when is base-generated in a position outside VP. The mdve­
ment of when crosses only IP. By our definitions IP is a BC ( 14b) but it is 
not a barrier (17b). In (20) wh-movement does not violate subjacency. 

Now let us turn to (19b), whose S-structure is given in (21 ). 

21 [cPlWhenj do hpl you [vp think [CP2 t'j [IP2 John will fix the car tJ]]] ? 

BC i BC 

barrier J barrier 

We do not consider the distance between the lower trace and the interme­
diate trace of when, which is the same as the distance between when and its 
trace in (20), but we concentrate on the distance between the intermediate 
trace and the antecedent when. Between when and t'/ we find the embedded 
CP, a maximal projection which is L-marked hence not a BC. A second 
intervening XP is VP. VP is not L-marked, hence it constitutes a BC and a 
barrier (17b). The third maximal projection intervening between when; and 
t� is the matrix !PI. !P1 is a BC. According to (17), IF is not a barrier 
intrinsically but it may become a barrier by inheritance if it dominates a BC. 
In (21 )  !PI dominates the BC VP, hence IPl is a barrier. In the representation 
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(21 )  the movement of when crosses two barriers, VP and lP1, and ought to 
violate subjacency. But example ( 19b) is a perfectly natural example of long 
wh-movement and there are no subjacency effects. 

In passing, we observe that given the present analysis (21 )  would also 
violate the ECP. The intermediate trace is not theta-governed and therefore 
must be antecedent-governed at LF (see discussion in chapters 8 and 9) .  If 
two barriers, VP and lP1, intervene between the trace and its purported 
antecedent it is not clear how antecedent-government could obtain. But there 
are no ECP effects in this example. Our analysis as developed so far thus 
raises problems for this example. 

Indeed, other examples of wh-movement would at first sight also turn out 
to be subjacency violations under the analysis we have sketched in this chapter. 
Consider (22), a perfectly normal example of short object extraction: 

22 la Whoj did hp John [vp invite t; ]] ? 

1 BC r-- BC 

barrier .-J barrier 

As the reader can verify, VP is a barrier (it is a BC) and lP becomes one 
by inheritance. But of course (22) does not violate the subjacency condition 
at all. 

Either we sh!lll have to abandon the formulation of subjacency in terms of 
barriers formulated above, or we must reconsider the definition of barriers, 
or we must try and think of alternative syntactic representations to replace 
(21 )  and (22). 

2 .1 .2 VP-ADJUNCTION 

The problem raised by (21 )  and (22) is due to the piling up of two BCs: lP, 
which is not an inherent barrier (by hypothesis), dominates a BC (VP) and 
bef,omes a barrier by inheritance. However the syntactic representations given 
in'��ction 2.f1 are not the only ones to consider. On the basis of previous 
discussions in this book it is possible to devise alternative derivations. 

2.1 .2.1  Heavy NP-Shift In chapter 7 we discussed examples of heavy NP­
shift, an instance of A'-movement in which the moved element 'is right­
adjoined to a maximal projection, say VP. (23a) has the partial structure 
(23b). We assume that the adverb phrase is VP-adjoined. 
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23a My doctor told me to drink very slowly lNP two glasses of mineral water 
with a slice of lemon]. 

23b VP 

drink very 
slowly 

NPi 

two glasses of mineral water 
with a slice of lemon 

2.1 .2.2 VP ad;unction and quantifier raising In chapter 9 section 5.1 we 
propose that LF movement of quantifiers adjoins an operator to VP. One­
example discussed there was (72b), repeated here as (24a) with the LF repre­
sentation (24b). 

24a Who likes everyone? 



24b CP 

../1 
Spec e -

r---
C IP 

� 
NP I '  

Barriers 

r-----
I VP 

-s 

� 
V '  

NP� y 
r----

V NP 
I I 

everyone; like t; 
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In the discussion of (24b) we adopted the ideal that the VP-adjoined con­
stituent everyone; in (24b) is not dominated by VP because it is not domi­
nated by both segments of VP. The position created by adjunction is a marginal 
position, neither inside nor outside the maximal projection to which adjunction 
takes place (cf. chapter 7). We compared such a position to a balcony: when 
you're on a balcony you have not really left the room completely. Pursuing 
this idea let us say that the movement of everyone; in (24b) does not cross 
the maximal projection VP, though it does cross one segment of it. 

2.1 .2.3 VP adjunction and Wh-movement Let us now return to the prob­
lematic example (22), repeated here with its initial analysis as (25a): 

25a Whoi did lIP John [vp invite ta] ? 

1£ we allow for a possibility of adjoining moved constituents to VP, then 
nothing stops us in principle from also carrying out the movement of who; 
to [Spec, CP] io. two steps: first we adjoin who; to VP and then we move it 
to [Spec, CP]: ,r 

3 For discussion see May (1985) 
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25b Whoj did [ IP John [vP t' j [vP invite t im?  

l
'-------_

STE

_

P II ------,I E 
Step I is parallel to the adjunction we find in the case of heavy NP-shift in 
(23 ) and to the VP-adjunction by QR in (24). Step I does not strictly speaking 
cross VP: it crosses only one segment of it. No barriers are crossed and Step 
I does pot violate subjacency. Step 11 does not strictly speaking 'cross' VP 
either: the topmost segment of VP is crossed but not the lowest VP. Again 
then, this maximal projection does not come into play when we determine 
the barriers relevant to check for violations of subjacency. Step II does cross 
lP, a non-L-marked maximal projection, hence a BC (see (14b) ) .  But, by 
hypothesis, IP is not a barrier inherently: IP only may become a barrier by 
inheritance. Following our definitions, IP in (25b) cannot become a barrier by 
inheritance for the VP-adjoined trace: between the VP-adjoined trace and IP 
there is only a segment of a maximal projection (the higher VP) but not a full 
BC. Step II also does not violate subjacency and our sentence is grammatical, 
a desirable result. I 

By using VP-adjunction, independently justified on the basis of heavy NP­
shift examples and examples of QR, we can retain our reformulation of 
subjacency in terms of barriers. The option of adjoining a constituent to VP 
is a way of circumventing the subjacency condition. The adjoined position 
functions as an escape hatch. We shall exploit this option maximally in the 
discussion of the examples below. 

Let us reconsider (19b) and its problematic representation in (21) repeated 
here as (26a) : 

26a [ When; do [w you [vp think la t'j [IP John will fix the car t; ]]]]] ? 

BC ] BC 

barrier barrier 

It is clear that the VP-adjunction analysis enables us to account for the 
grammaticality of our example in terms of subjacency: 
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26b [Whell; do [JP you [vp tnj [Vp think [cp t'j [,p l· · · ·  t; ]])]]]? t BC ST£P 1l  I� 
Step I crosses CP which is L-marked by think and hence not a BC. It does 
not 'cross' VP for reasons discussed above. Step n crosses IP which is not L­
marked and thus a BC, but which on its own does not qualify for barrierhood. 
Hence neithet step crosses a barriet and the sentence is all right for subjacency. 

The ECP is also satisfied: the intermediate traces will be antecedent­
governed: both t'j in the lower [Spec, CP] and the VP-adjoined trace, t" j,  are 
antecedent-governed since no barrier intervenes. 

2.2 Island Violations 

Let us turn to some standard examples of island violations and see if the 
theory developed so far is able to deal with them. 

First, we consider the extraction from a complex NP in (27). We only 
indicate the traces relevant for the discussion. We return to the example in 
section 3.1 below. 

27 [CPI Whom do [lP, you [VPI t" [vp. know lNP the date [cn when Ln Mary 

[VP2 t' [VP2 invited t]]]]]]]]] ? 
11 11 

In (27) whom first adjoins to the lower VP2 in order to avoid barrierhood; 
then it adj!lins to the highet VP1, crossing IP2, CP2 and NP. IP2 is a BC, 
though not a barrier. CP2 dominates a BC and becomes a barr�et by inhet­
itance. Moreover, CP2 itself is a maximal projection which is not L-marked 
(it is not theta-marked by the N date) hence it is a BC and a barrier intrin­
sically. NP is L-marked by know, this means it is not a BC or a barrier 
intrinsically. But NP dominates CP2, which is a BC, and hence the NP is a 
.barrier by inheritance. This means that the movement of whom from the VP2-
adjoined positi6n �o the VP1-adjoined position crosses two barriers, CP2 and 
NP, signalled by the diacritic 11. The movement from the VP1-adjoined posi­
tion to [Spec, CP] crosses lP, which is a BC though not a barrier. 

Compare the status of (27) with that of the wh-island extraction in (28). 
(28) is slighdy deviant, though much more acceptable than (27): 
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28 ? [CPI Which man do [IPI you [VPI t" wonder b2 when [1P2 PRO to [VP2 t' 
# 

[VP2 meet t]]]]]] ]?  

In (28)  which man first moves to adjoin to VP2, then it  moves to adjoin to 
VP1,  crossing IP2, a BC, and CP2, which will become a barrier by inherit­
ance. The next movement to [Spec, CP] is legitimate, IP1 is a BC but not a 
barrier. Wh-movement in (28) crosses one barrier (CP2). 

In chapter 7, section 6.2, we had defined the subj�cency condition as (29a): 

29a Subjacency condition (i) 
Movement cannot cross more than one bounding node, where bound­
ing nodes are IP and NP. 

Recall that at that stage of the discussion we did not consider VP-adjunction. 
In our earlier discussion in chapter 7, we would have been .able to capture 

the difference in acceptability between (27) and (28) in terms of the number 
·of bounding nodes which are crossed by wh-movement. According to (29a), 
and if we do not consider VP-adjunction as an option, three bounding nodes 
would have been crossed in (27): IP1,  NP and IP2. Only two bounding nodJs 
would have been crossed in (28): IP2 and IP1. H we maintain (29a) and 
if we allow VP-adjunction, a distinction can also be made: (27) remains a 
subjacency violation, IP2 and NP are crossed; (28) no longer violates 
subjacency: in each step of movement only one IP is crossed. 

We reformulate the subjacency condition replacing bounding nodes by 
barriers: 

29b Subjacency condition (ii) 
Movement must not cross more than one barrier. 

Barrier is defined in (17).  The degree of deviance of a sentence with respect 
to the subjacency condition can be computed in terms of the number of 
barriers which are crossed. (27) is unacceptable: two barriers are crossed 
(CP2 and NP). Let us assume that optimally, mQvement does not cross any 
barriers at all. If one barrier is crossed, as in (28), there is a slight reduction 
in acceptability; we will say that when one barrier is crossed there is a weak 
subjacency violation. 
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3 Eep and Barriers 

3. 1 Degree of Grammaticality: Subjacency and ECP 
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In section 2 we have seen how the subjacency condition can be reinterpreted 
in the Barriers framework. In this section we consider ECP violations in the 
light of our definition of the notion barrier. 

3.1 .1  EXAMPLE 1:  EXTRACTION FROM A RELATIVE CLAUSE 

Consider: 

30a ""Whom do you know [NP the date le. when k Mary invited]])? 
30b * *When do you know [NP the man b whom [IP Mary invited]]) ? 

In (30a), (27) in section 2.2, the subjacency condition is violated: whom is 
extracted out of a complex NP, an NP whose head is modified by a relative 
clause. (30b) is ungrammatical in the reading in which when is construed with 
invited. (30b) is worse than (30a) - under the intended interpretation, that 
is - though they have a similar syntactic structure: in both extraction takes 
place from inside a complex NP. The S-structure of (30a), annotated to 
indicate movement, is 

31  *b Whomi do hp you 

r�m 
[vp t"i [vp knOW [NPthe date le.whenj [1P Mary 

J BC JBC 

barrier barrier 

, [vp ( [vp invited �] t;]]]]]]] ? 

'---_
r 

"_STEP
_

ll
_----I 

I STEP I I 
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When; moves to the lower [Spec, CP] crossing only the lower IP. This is a B<j 
but not a barrier inherently. . 

In Step I whom adjoins to VP. This step does not cross any BC since it only 
crosses one segment of VP. Step 11 is proble�atic: whom moves and adjoins 
to the matrix VP. lt crosses the lower lP, the lower CP, .and NP. Starting from 
the lowest point, the embedded IP is a BC but it is not an intrinsic barrier. 
CP is a maximal projection which is not L-marked, hence a BC and hence a 
barrier. (Being on top of the BC lP, CP would become a barrier by inheritance 
anyway.)  NP is a maximal projection which dominates a BC (CP) hence is 
also a barrier by inheritance. Thus in Step 11 whom crosses two barriers. Step 
III is unproblematic: only one IP is crossed. 

Now we turn to (30b) which is felt to be worse than (30a). The S-structure 
representation of (30b) is (32) :  

32 *[cp When; do [ IP you � srnP n 

[vp t'; [yp know [NP the man [cp whomj [IP Mary 
.s BC 

barrier barrier 
BC 

[vP t'j [vp invited tj)) t;]]]]])] ?  

STEP I 

We do not deal with the movement of whom; in detail, we simply adopt the 
analysis with VP-adjunction. We assume that when originates outside VP. 
When moves out of its base-position and will have to cross the lower lP, the 
lower CP and the NP to adjoin to the matrix VP. CP is a barrier, and so is 
NP, by inheritance (cf. the discussion of (31) ) .  Step 11 is identical to Step III 
in (31 )  and we refer the reader to the discussion above. As far as 5ubjacency 
is concerned, (32) is no different from (31) .  How come that (32) is intuitively 
felt to be 50 much worse than (31 ) ?  

At thi s  point the ECP comes into play. The ECP states that traces must 
be properly governed. In chapter 9 we have developed a rather refined and 
complicated system of checking for proper government. Let us apply this to 
the examples above. In both examples there are two A' -chains, one headed 
by when and one headed by whom. Traces of arguments are subject to 
gamma-marking at S-structure, while traces of adjuncts are gamma-marked 
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at LF. (33a) is the S-structure of (30a) with the relevant gamma-marking and 
in (33b) we produce the .LF representation: 

33a "la WhoIIl; do lw you [vp t"; [vp know lNP the date la wheDj lw Mary [vp 
t'; lw-invited t;ll li11I11I]? 

[+1] 
33b "la WhOIIl; do lw you [vp know lNP the date la whenj &p Mary [vp 

invited t;] lillllll ? 
[+1] [+1] 

In (33a) the lowest trace of the object is properly governed, being theta­
governed by the verb. We do not gamma-mark any of the other traces: they 
are not in A-positions. At LF all traces are checked for gamma-marking. 
However, we may freely delete redundant material and we use this opportun­
ity to delete the intermediate traces created by adjunction and the maximal 
projections which are created by the adjunctions. Now we are left with only 
one trace to gamma-mark: tj• This trace is duly antecedent-governed by when 
in the lower [Spec, CP]: there are no intervening barriers. 

Now let us turn to (30b). The S-structure with gamma-marking is (34a) 
and the LF representation (34b). 

34a .... la When; do [IP You [vp t'; [vpknow [NP the man 
BC 

[vp t'j [vp invited tal tJ111]]] ? 
[+1] 

[cp whomj lw Mary 

34b " " b Whenj do [IP you [vp 
BC 

t'; [vp know [NP the man b whoIDj 
[+1] , BC 

[IP Mary [vp [vp invited tal tJ]]]]l1 
BC [+11 [-')'1 

barrier .-l barrier 

(34a) raises no peculiar problems. The lowest tj is [+11 being theta-governed 
by j.p.v.ited. In (34b), we must check the proper government of the remaining 
traces. Being an adjunct-trace, t/ can only be antecedent-governed. The inter­
mediate trace t 'n adjoined to the higher VP ought to take care of antecedent­
government but this trace cannot antecedent-govern the lowest tj, being 
separated from it by two barriers, CP and NP. Needless to say deleting t� is 
pointless since t/ is too far from the matrix [Spec, CPl. The intermediate t,/ 
itself satisfies the ECP, being antecedent-governed by when. 
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The difference in grammaticality judgements between (30a) and (30b) ltas 
nothing to do with subjacency. Both examples are violations of subjacency: 
two barriers are crossed. But (30b) is considerably worsened because the 
sentence also violates the ECP. This example illustrates another aspect of the 
relative grammaticality of sentences. Given that there are various principles 
of grammar which may be violated the sentence will worsen as more than 
one principle is violated. It also turns out that ECP violations are a cause of 
strong ungrammaticality. 

3.1 .2 F;XAMPLE 2: EXTRACllON FROM AN ADJUNCT 

Consider the contrast in (35): 

35a Who did Bill go to Rome to visit? 
35b ·Where did Bill go to Rome to work? 

(35a) is acceptable, (35b) is unacceptable with where construed with the 
purpose clause. 

The S-structure of (35a) is (36): 

36 la Whoj did hp Bill 

BC 

[vp t'"j [vp go to Rome [cp t"j [JP PRO to 

STEP IV BC 
barrier 

STEP ID 

BC 

[vp t'j [yp visit t'j]]]] ]]]] ? 

t [+y]  
STEp n � 

In (36) we maximally exploit the VP-adjunction option. Step I does not cross 
any BClbarriers, VP-adjunction provides the needed escape hatch. Step n 
crosses the lower lP, which is a BC but not a barrier on its own. Step ID 
crosses the lower CP, the purpose clause. Purpose clauses are adjuncts: they 
are not L-marked hence they are BCs and barriers. This means that Step ID 
crosses one barrier. Remember that Step ID does not cross the higher VP 
because it only crosses the lower segment VP. Step IV crosses only the higher 



Barriers 569 

IP" a BC but not an independent barrier. (35a) is a weak subjacency violation: 
one barrier is crossed. As far as ECP is concerned, we see that the trace in 
the object position of visit is properly governed: it is [+y] since it is theta­
governed by the verb. We need not be concerned with the status of the 
intermediate traces at S-structure. Neither will we need to worry about them 
at LF since we can liberally delete them all. 

The S-structure of (35b) is (37a) and its LF-representation is given in (37b): 

37a *[cp Wherej did [IP Bill �c 
[vp t'''j [vp go to Rome b t" j [IP PRO to 

STEP IV BC BC 
barrier 

STEP III [vp t'j [vp work t;]]]]]]]] ? 

STEP II t STEP I I 
37b £er Wherej did £n. Bill [vp t"'j [vp go to Rome [cp t"j £n. PRO to 

BC [+y] BC [-1] BC 
barrier 

[vp t'j [vp work tJ]]]]]]] ? 
[+y] [+y] 

We assume that the place adjunct originates inside VP but nothing hinges on 
this assumption. (37a) is in the relevant respects identical to (36): one barrier, 
the lower CP, is crossed by Step rn, resulting in a weak subjacency violation. 
At S-structure no gamma-marking takes place since we have extracted an 
adjunct. Gamma-marking is done at LF, (37b). Since the lower CP is not L­
marked, it is a barrier, and t '� in the lower [Spec, CP] cannot be antecedent­
governed by a governor outside CP and violates the ECP. This explains the 
difMtence in grammaticality between (35a) and (35b): both violate subjacency 
weakly, but (35b) also violates the ECP. 

3.1.3 EXAMPLE 3: EXTRACI10N FROM A SUBJECT CLAUSE 

Compare the following examples: in each an element is extracted from a 
subject clause. 



570 Introduction to Government and Binding Theory 

38a ""This is a book which reading would be fun. 
38b * *This is a pen with which writing would be fun. 

Both sentences are felt to be unacceptable but (38b) is markedly worse. We 
go through the derivations of these sentences below. As the reader may by 
now anticipate the contrasting grammaticality will be related to the fact that 
(38b) violates not only subjacency, as does (38a), but also the ECP. 

The S-structure and LF-representations of the relevant NP in (38a) are 
as in (39a) and (39b) respectively. We assume without discussion that the 
gerund reading heads an Np4 

39a [NP a book lcp which; [IP 
BC 

[NP PRO [vp t'; [vp reading till] 
BC 

barrier barrier 
would . . .  

39b [NP a book la which; [IP [NP PRO [vp reading tiI]] 
[+1] 

would . . .  

[+1] 

In (39a) which, the object of reading, first adjoins to the gerundival Vp arid 
then moves to [Spec, CPl . Following Chomsky we assume (i) that adjunction 
to arguments is not possible; and (ii) that wh-movement does not adjoin to 
IP in English. The movement of which crosses two maximal projections: NP 
and IP. NP is not L-marked: it is assigned an external theta role, but not 
under direct government by the verb. Hence NP is a BC and a barrier. IP is 
a maximal projection and it dominates a BC. IP will become a barrier by 
inheritance. The movement of which violates subjacency: it crosses two bar­
riers. At S-structure the trace of which in the base-position is theta-governed 
by the verb reading, hence properly governed and [+1]. At LF intermediate 
traces can be deleted and the trace of which is properly governed. 

In (40) we represent the S-structure and LF of (38b): 

40a [NP a pen la with which; lIP 
BC 

[NP PRO [vp t'; [vp writing till] 
BC 

barrier barrier 
would . . .  

4 Cf. Aoun and Sportiche (1983: 219). See also Abney (1987). 
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40b [NP a pen le, with which; [IP 
BC 

[NP PRO [vp t'i [vp writing tJ]] 
BC l-'Y] [ +y] 

barrier barrier 
would . . .  

In (40a) the moved adjunct is first adjoined to the gerundival VP and then 
crosses NP and lP, identified as barriers above. The representation violates 
subjacency. At S-structure adjunct traces are not gamma-marked. At LF 
(40b) the intermediate trace of the moved adjunct, t�, cannot be antecedent­
governed: the intervening barriers prevent the antecedent from governing 
the trace. Hence (40b) violates the ECP. 

3.1.4 EXTRACTION FROM COMPLEMENTS 

In (35) and (38) we illustrate two violations of what used to be known as the 
condition on extraction domains, or the CED.s This constraint bars move­
ment out of subjects and out of adjuncts. In (38) the extraction is out of a 
subject and in (35) out of an adjunct. What unites the two examples is that 
an element is extracted from a category which is not directly theta-marked 
by a lexical head. Such extraction will always cross a BC and a barrier. 

Furthermore when an adjunct is extracted from an adjunct clause or a 
subject clause, the ECP will be violated: the barrier(s) intervening between a 
trace and an. antecedent will block antecedent-government. In the case of 
complement extraction no such ECP violation arises given that the comple­
ment will be th«::ta-govemed. 

Extraction from L-marked categories is predictably better than extraction 
from adjuncts or subjects: 

41a Which book would you recommend reading? 
41b With which pen would you recommend writing? 

The S-structure and LF representations of (41a) are (42a) and (42b) respec­
tively: 

-

42a Which �ok; would lIP you [vp t'; [vp recommend [NP PRO 
BC 

[vp t/; [vp reading tJ]]]]] ?  
[+y] 

5 Cf. Huang ( 1982). 
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42b Which book; would [IP you [yp recommend lNP PRO [yp reading t;m] ?  
[+y] 

In (42a) wh-movement does not cross any barriers. In contrast with the example 
illustrating extraction from a subject gerundival NP, (39a), the gerundival NP 
in (42a) is L-marked and hence not a BC. The trace of which book is theta­
governed, hence [+y] and at LF intermediate traces are deleted. (41b) has the 
representations in (43): 

43a With which pen; would [IP you [yp t"; [yp recommend [NP PRO [yp t'; 
BC 

[yp writing tJ]]]]] ? 
43b With which pen; would [IP you [vp t"; [yp recommend lNP PRO 

[yp t'; [yp writing tJ]]]]] ? 
[+y] [+y] 

BC [+y] 

No additional problems arise with respect to the extraction of the adjunct. 
At LF all traces are antecedent-governed. I 

Finally, we invite the reader to turn to (44) which contains extractions 
from wh-islands. 

44a ?Which man do you wonder when to meet? 
44b "With which pen do you wonder what to write? 

(44a) is like (28) discussed in section 2.2. Wh-movement extracts an object 
NP from a wh-island, created by the moved when. (45a) is the S-structure of 
(44a): 

45a [cp Which man; do LP you [yp t"; [vp wonder b whe11j LP PRO to 
BC BC 

[yp t'; [yp meet t;]] �]]]]] ] ?  
[+y] 

� 
barrier 

The lower CP is a barrier by inheritance: it dominates the BC, !P. Thus (45a) 
weakly violates subjacency. Being theta-governed by meet, the trace of which 
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man; is properly governed. At LF the trace of when is subject to gamma­
marking, it is antecedent-governed, hence properly governed. Intermediate 
traces of which man caD be deleted: 

45b b which man; do lIP you [vp wonder b wheDj lIP PRO to 
BC BC 

[vp meet t; ta)]]])?  
[+1] [+1] 

, 
barrier ' 

I 

In (44b) there is a weak subjacency violation, as is the case in (44a), and in 
addition there is an ECP violation: 

46a b With which penj do [IP you [vp tj [vp wonder b what; [IP PRO to 
BC r- BC 

barrier 
[vp tj [vp t; [vp write t; tj]]]]]])]] ? 

[+1] 

We assume without discussion that both the PP and the NP may adjoin to 
the lower VP.6 Movement of what; does not cross any barriers; movement of 
with which crosses the lower CP barrier. The trace of what; is properly 
governed via theta-government by write. For gamma-marking of the trace of 
the adjunct we need to turn to LP. The intermediate trace of what; is deleted. 

46b b With which peDj do lIP you 
BC 

[vp t" j  [vp wonder 
[+1] 

b what; lIP PRO to [vp t'j [vp write t; G]]]])]]] ? 
r-BC [-1] [+1] [+1] 

barrier • 

,. 

(46b) violates the ECP: tj. adjoined to the lower VP, cannot be properly 
governed. Its antecedent, the trace, t'j, adjoined to the higher VP, is separated 
from it by a barrier, CP. 

6 See discussion in Chomsky (1986b: 66)� 
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3.2 Extraction: Summary 

On the basis of the examples above we conclude that extraction from com­
plements which are not islands is straightforward for both adjuncts and 
complements. On the other hand, extraction from complements which are 
islands leads generally to subjacency violations and in addition it results in 
ECP violations when adjuncts are extracted. Extraction from adjuncts will 
also lead to subjacency violations and in the case of adjunct extraction from 
adjuncts an ECP effect is added. 

4 Discussion Section: Further Data 

4.1 Subjects and the Vacuous Movement Hypothesis 

We have claimed that extraction from wh-islands results in subjacency ef­
fects, with additional ECP effects if adjuncts are extracted. In previous dis­
cussion (chapter 7), however, we discussed the special problem of subject 
extraction. It was proposed that in questions like (47) it would be possible 
to assume that the subject wh-phrase remains in situ: 

47a b b Who likes John]}? 
47b I wonder [cp b who likes John]]. 

If this analysis is correct, no wh-islands are created: [Spec, CP] is still avail­
able for movement. 

48 ?What do you wonder who saw? 
(Chomsky, 1986b: 48) 

Assuming that who is unmoved, the S-structure of (48)  is (49): 

49 b Whatj do [IP you wonder b ('j [IP who; [vp (j [vp saw tJ]])]]? 
BC BC [+y] 

At LF who, an operator, has to be moved to an operator position. Chomsky 
suggests it is moved to the lower [Spec, CP], obliterating the trace of the 
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moved what? That (48) is not quite perfect may be due to the fact that at 
LF who moves into a [Spec, CP] into which another constituent has already 
moved. 

The hypothesis that subject wh-constituents remain in situ at S-structure is 
interesting since it accounts for the contrast in grammaticality between (50a) 
and (50b).8 

50a ?This is a paper that we need someone who understands. 
SOb ·This is a paper that we need someone that we can intimidate with. 

Chomsky considers (SOb) as less acceptable than (50a). Consider the S-structure 
and LP representations of (50a): 

51a  ?a paper [cp OPj that [,p we [vp t"'j [vp need [NP someone [ep t"j 
BC 

lIP who [vp t'j [vp understands tjn])]])] ] .  
BC 

barrier barrier 

51b ?a paper [cp OPj £n, we [vp need lNP someone [cp whOj £n, � [vp under-
stands tJ]]]]]] . 

. 

At S-structure, the zero operator, OP, can move through the lower [Spec, CP] 
crossing two bu:riers, NP and CP. (51 a) violates subjacency. At LP, the sub­
ject relative who, covers the intermediate trace of OPi in the specifier position 
of the lower CP.' 

(SOb) is slightly worse than (50a). (52) is its S-structure. 

52 ·a paper £er OP, that £n, we [vp t"i [vp need 
BC 

lNP someone [cp OP, that £n, we can 
BC BC 

barrier barrier 
" "[vp t'j [vp ti' [vp intimidate � with tJ)]]]]]]]). 

[+1] [+1]· 

7 The moved who will have to take the place of what in order to be able to transmit 
its index to [Spec, CP). If the moved who were simply adjoined to the trace of 
what then it would not be able to antecedent-govern its own trace. 

8 See Chomsky (1986b: 51) and Chung and McCloskey (1983). 
, Cf. the discussion of (49) above. 
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In (52), the zero operator OPj moves to the lowest [Spec, CP] crossing only 
IP. OPj moves to the higher [Spec, CP] and crosses two barriers: CP, which 
is itself not L-marked and also inherits barrierhood from the lower lP, and 
NP, which inherits barrierhood from the CP. OP; cannot move through the 
lower [Spec, CPl. The LF representation of (52) will cause no further problems: 
the relevant argument traces are already properly governed, and the inter­
mediate traces can be deleted. The difference of acceptibility between (50a) 
and (SOb) could not be explained if we assume that who is moved at the 
S-structure (50a). As the reader can verify, under such an analysis both 
sentences would only involve identical subjacency violations.lo 

4.2 Noun Complement Clauses 

Consider the following sentences. (53b) is unacceptable if when is construed 
with the lower clause. We only discuss this reading. 

53a ?Which car did John announce a plan to steal tonight? 
53b *When did John announce a plan to steal Bill's car? 

Using Ross' terminology we would classify both examples above as violations 
of the complex NP constraint. The wh-constituents have been extracted from 
inside a clause which is the complement of an N. Let us examine these 
sentences in the Barriers framework. (54) is the S-structure of (53a): 

54 ?b Which car; did [JP John [vp t"'; [vp announce fNP a 
BC 

plan [ep t"; fn, to [vp t'; [vp steal tJ tonight]]]]]]]] ? 
BC [+1] 

In this example the complement CP is L-marked by the head N, hence the CP 
is not a barrier. The NP itself is not a barrier either since it is also L-marked. 
But intuitively the example is not perfect (cf. Chomsky, 1986b: 35). 

Adjunct extraction from complex NPs is worse, as illustrated by (53b), 
which has the S-structure (55a): 

10 In Barriers Chomsky (1986b: 48-54) gives more examples where an analysis with 
a subject wh-constituent in situ at S·structure gives promising results. 
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55a ""[ep When; did £n, John [vp t"; [vp announce £m. a 
BC 

plan (ep t'; [IP to [vp steal Bill' s car] tJ]]]]] ]?  
BC 
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Again no barriers are crossed, but the sentence is still not acceptable. Chomsky 
suggests that there must be a barrier for movement in these examples and he 
proposes that the CP complement of the N plan may be such a barrier (see 
Chomsky, 1986b: 36). 

Let us turn to the LF representation corresponding to the S-structure (55a). 
We need to consider LF because the trace of the moved when is an adjunct 
trace and can only be gamma-marked at LF. 

55b "(ep When; did £n, John [vp t"; [vp announce [NP a 
BC [+1] 
plan (ep t'; [IP to [vp steal Bill's car] t;]]]])] ] ?  

[--y] [+y] 

The lowest trace of when is properly governed by the intermediate trace, t�, 
in the lowest [Spec, CP]. The highest intermediate trace, t";, will be ante­
cedent-governed by when. This leaves us to consider the gamma-feature of t';. 

56* VP 

----' 
ti " VP 

V '  

V 
, 

r 

announce 

Det N ' 

a 

� 
N CP 

� 
Spec c '  

I 
plan ti ' 
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t'l ought to antecedent-govern tl. It does indeed c-command ti but it is not 
the closest governor. The N plan governs CP and assigns it a theta role. 
Hence N L-marks CP. CP is neither a BC nor a barrier so N can govern 
inside CP and crucially it can govern the tl. This means that by minimality 
the antecedent trace, t'l, loses out and will not be able to govern tl. Re­
gardless of the status of CP with respect to subjacency, ti violates the ECP 
(cf. Chomsky, 1986b: 43). In noun complement clauses the N-head will 
a1way govern the CP complement, thus it will always prevent antecedent­
government of material inside CP from the outside. It follows that adjunct 
extraction from N<omplement clauses is impossible. 

5 A-Chains 

So far we have applied the Barriers framework as developed by Chomsky 
(1986b) exclusively to examples of wh-movement, i.e. to A' <hains. In this 
section we turn to A<hains. We shall see that, as it stands, our theory faces 
serious problems when it comes to dealing with raismg and passive construc­
tions (cf. chapter 6). In the present section the problems will be raised an1 
some suggestions for their solution are put forward. For extensive discussion 
and a complete analysis the reader is referred to Chomsky's own work (1986b: 
68f£.).  

(57) illustrates NP-movement: 

57a John will be invited. 
57b John seems to have left. 

In each of these sentences the subject NP John is a derived subject. The S­
structure represel).tations of (57) are as in (58 ).11 

58a L. John; will [vp be invited t;n. 
58b L. John; -s [vp seem L. ti to have left]]] . 

Consider (58a) . John originates as the direct object of invited and moves to 
the subject position. It crosses the maximal projection VP which is a BC and 
a barrier. This would mean that sentences such as (57a) and (58a) contain 
a weak subjacency violation, hardly the result we expect for sentences as 

11 Following the subject-in-VP hypothesis we would assume that in fact the derived 
subject moves via [Spec, VP]. This has no bearing on the discussion. 
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normal as those. Assuming that invited theta-governs the trace of John, the 
ECP is not violated. 

The situation becomes worse in the case of raising sentences such as (57b). 
Consider the S-structure (58b). John originates as the D-structure subject of 
the lower lP. 1t moves to the subject position and crosses lP, a BC though not 
a barrier, and VP, a BC and a barrier. Again (58b) ought to be a weak 
subjacency violation. The trace of John in (58b) can only satisfy the ECP 
through antecedent-government. The only potential antecedent is John, from 
which it is separated by a barrier, VP. In fact, the antecedent John will never 
be able to govern the trace in the lower infinitival clause since seem is always 
a closer governor and thus by minimality prevents John from governing the 
trace. It is hardly desirable that we should be forced to consider sentences like 
(57b) as ECP violations. 

The reader might suggest that we use the escape hatch introduced in the 
case of wh-movement, where movement was allowed to go via VP-adjunction. 
However this solution is not possible in the case of A-chains. Consider, for 
instance, (57a/58a), the passive sentence. Suppose we allowed John first to 
adjoin to VP before moving to the subject position: 

59 [IP John; will [vp t'; [vp be invited �)]. 

In (59) the lowest trace, tj, is bound by the intermediate trace, t�, which 
occupies an A' -position, the position created by VP-adjunction. Hence tj in 
(59) is like a wh-trace. It has the features [-Anaphor, -Pronominal) and is 
subject to Principle C of the binding theory. But tj is also A-bound by John. 
(59) illustrates a case of improper movement: movement from an A position 
to an A'-position and back to an A-position.12 In Barriers ( 1986b: 68-80) 
Chomsky offers a solution to the problem raised here. We give a brief indi­
cation of the direction taken. The account here is a rough approximation and 
the reader should also read the primary literature. The problem in the exam­
ples above is clearly the status of VP. VP is a maximal projection. It is not 
L-marked, hence a BC, hence a barrier. 

In chapter 2 we discussed the structure of clauses and we suggested that 
I is the head o( S, which we got to refer to as IP. As a head, I selects a V­
projection, VP/I is composed of agreement features and tense features. Tense 
features typically associate with VP. We could say that I theta-marks VP. 
This means that I governs VP and theta-governs VP. It does not mean that 
I L-marks VP, though, since we have argued that I is not a lexical category, 
but rather a bundle of grammatical features. 

11 See chapter 7, section 6.1 for discussion. 
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Another characteristic of IP is that the subject NP agrees with INFL for the 
features summed up as AGR: person and number. Let us say that I also 
'agrees' with the head of the VP which it selects. After all, it is this verb 
which will finally be inflected for tense. Let us indicate the V-I agreement 
through coindexation. The subject NP and I also agree, we also coindex 
them. The chain <John;, INFL;, works;, >, created by the co indexation in (60) 
is called an extended chain. 

60 lIP John; h' INF� [vp worksi1]]. 

In a raising construction like (57b/58b) we would end up with an extended 
chain: the subject NP agrees with INFL, INFL agrees with the associated V 
seem: 

61 John; INFL; seems; [IP t; to have left]. 

This coindexation solves at least one of the problems raised: t; is now coindexed 
with seem;, which governs the trace. Hence the trace is governed by a coindexed 
element, and this could qualify as antecedent-government.13 

6 Summary 

In this chapter we have defined the notion barrier and integrated it in our 
theory. The definition of barrier is as follows: 

1 A is a barrier for B if and only if (a) or (b): 
(a) A is a maximal projection and A immediately dominates C, C is a 

BC for B; 
(b) A is a BC for B, A is not IP. 

Using ( 1 )  we define government as follows: 

2a Government 
X governs Y if and only if 

(i) X is either of the category A, N, V, P, I; 
or 
X and Y are coindexed; 

IJ Antecedent-government of a trace of XP, i.e. a phrase, by a coindexed head might 
be imexpected. For a different approach see chapter 12. 
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(ii) X c-commands Y; 
(ill) no barrier intervenes between X and Y; 
(iv) minirnality is respected. 

2b Minimality condition on government 
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There is  no Z such that Z satisfies (i), (ii) and (iii) and X c-commands 
Z. 

The subjacency condition is formulated in terms of barriers: 

3 Subjacenq condition 
Movement must not cross more than one barrier. 

Barriers are defined as in ( 1 ). 
We show that the Rep can also be reinterpreted in terms of the notion 

barrier. 
The Barriers framework applies quite straightforwardly to wh-movement. 

For NP-movement, we see that there are additional problems which require 
that coindexation be extended. 

-

7 Exercises 

Exercise 1 

Discuss (1 ) and (2) in terms of our new interpretation of the subjacency 
condition and the ECP: 

.1 Who does the detective think that he likes best? .. ..., . .  
2 Who daes the detective think likes him best? 

Exercise 2 

Consider the following sentences from the exercises in the introduction 
to this book, most of which are also discussed in exercise 2 in chapter 
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7. Using the Barriers framework developed in chapter 1 0, try to ac­
count for the relative acceptability of the examples below as indicated 
by the question marks and the asterisks: 

1 a  ?Which man do you know what John will give to? 
2b ?Which man do you wonder when they will appoint? 
3c *Who do you wonder which present will give? 
4d ?Which present do you wonder who will give? 
Se ?Which man do you wonder whether John will invite? 
6f *Which man do you wonder whether will invite John? 
7g *Which man do you wonder what will give to John? 
8h *Which man do you wonder when will invite John? 

When discussing these sentences you should first determine their syn­
tactic representations. Then you should try to identify which grammati­
cal principle or principles are violated. 

Exercise 3 

Compare (38a) , repeated here as (1) ,  with (2): 

1 *This is a boo� which reading would be fun. 
2 This is a book reading which would be fun. 

How does the contrast in grammaticality fall out from our discussion? 
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Introduction and Overview 

In the first ten chapters of this book we develop the core notions of the 
theory known as the Government and Binding Theory. In the last two <!hap­
ters we select a number of recent developments which have led to consider­
able modifications of the framework. We cannot hope to discuss all the 
developments that have been proposed, and we restrict the discussion to 
some of those which have initiated much recent research. Chapter 1 1  dis­
cusses the theory of phrase structure, chapter 12 considers locality conditions 
in syntax and the ECP. 

We propose in chapter 2 that the cla!lse is an endocentric category, i.e. a 
clause is a projection of a head. S is reinterpreted as a projection of I(nflection), 
and S' is reinterpreted as a projection of C(omplementizer) .  C and I are 
functional heads. In the present chapter we look in more detail into the role 
of the functional heads of the clause, I in particular. On the basis of a 
comparative study of the distribution of the inflected verb in French and in 
English we shall adopt the so-called 'Split INFL hypothesis (PoIlock, 1989) 
which proposes that I be decomposed into two separate functional heads, 
each with its own projection, AGR and T. JP is reinterpreted as AGRP, 
AGRP dominates TP. We will also consider the constraints on V-movement 
in more detail and show how the obligatory stepwise movement of the verb 
is due to the empty category principle. 

After having shown how clauses are projections of functional heads which 
host the inflectional features of V, we turn to the structure of NPs. There are 
arguments for proposing that those constituents which are standardly re­
ferred to as noun phrases are in fact projections of a functional head, spelt 
out in English by the determiner. This proposal has come to be known as the 
DP hypothesis (Abney, 1987). 

Based on the discussion of the role of functional projections and their 
association with lexical projections, we also look at the notion of extended 
prot�Ction, a Rotion which enables us to reconcile the traditional idea that r 
clauses are projections of V with the more recent proposal that clauses are 
projections of functional heads. 

Finally we briefly consider recent developments in the generative frame­
work where an economy-driven programme is being developed referred to as 
the Minimalist Program. We look at the treatment of verb movement in this 
programme and compare it with our own discussion. 
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Section 1 discusses the notion of head movement as developed so far. 
Section 2 concentrates on the Split INFL hypothesis and is based on data 
from V-movement in French and in· English. Section 3 discusses functional 
projections in the clausal domain. Section 4 shows how the Head Movement 
Constraint derives from the ECP. Section 5 deals with the so-called DP hypo­
thesis. Section 6 develops the notion extended projection and section 7 looks 
at verb movement in the light of the Minimalist Program. 

1 Head Movement in English: a First Survey 

Let us first briefly recapitulate the notion of head movement developed in 
various sections of this book. We have proposed that the structure of the 
clause is as in ( la): clauses are projections of C, C selects JP and I in turn 
selects VP. 

la CP 

� 
Spec C '  

� 
C IP 

� 
NP I '  

� 
VP 

/'1 
Spec V '  

I � 
V 

It is assumed that the English modal auxiliaries, will, shall, can, may and must, 
are base-generated under I. There are various considerations that bear on this 
issue. One is that modal auxiliaries are in complementary distribution with 
agreement morphology: will, in (2), for instance, is invariant no matter what 
the person and number of its subject is: 

2a Violetta will meet Alfredo. 
2b Violetta and Thelma will meet Alfredo. 
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Also, the modal auxiliaries lack non-finite forms: modals do not have infini­
tives (3a), gerunds (3b), perfect participles (3c): 

3a He will be able tor' can go. 
3b Being able to/*canning to pay one's debts is important. 
3c Alfredo has been able!*could change the appointment. 

In root interrogative sentences the modal auxiliary precedes the subject NP: 

4a Will Violetta meet Alfredo? 
4b Whom will Violetta meet? 

We proposed in chapter 7 that sentences with subject-auxiliary inversion, as 
those in (4), are derived by moving the auxiliary under C: 

Ib cp � 
Spec C ' 

C 

.::"'i-.' 
. 

.r 

Willj 
Whomj willj 

IP 

� 
NP I '  

� 
VP 

� 
Spec V ' 

r---
V 

I 
Violettak tj tk meet 
Violettak tj tk meet 
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We assume that, as is the case for moved XPs, the moved auxiliary, a head, 
leaves a trace. Following recent proposals in the theory (cf. chapter 6, section 
5) we assume that the base position of the subject NP Violetta is VP-internal. 
At S-structure the subject NP moves to [Spec, IP]. 

Subject-auxiliary inversion is not restricted to modal auxiliaries; as the 
name suggests, it applies to all auxiliaries and it fails to apply to lexical 
verbs. 

5a (When) was Violetta invited by Alfredo? 
5b " (

,
When) got Violetta invited by Alfredo?l 

We return to the ungrammaticality of subject-verb inversion (5b) below. Let 
us first consider (5a). The passive auxiliary be differs from modal auxiliaries 
in that it does combine with finite person and number inflection (6) and also 
that it has non-finite forms, such as infinitive (7a), gerund (7b), perfect par­
ticiple (7c). The same applies to progressive be and to perfective have. 

6a Violetta was invited. 
6b Violetta and Thelma were invited. 

7a Violetta wants to be invited. 
7b Being invited to Alfredo's party is important for Violetta. 
7c Violetta should have been invited to the party a long time ago. 

Since they are compatible with inflection we assume that the auxiliaries have 
and be are not base-generated under I; rather they are verbs and, as will be 
shown extensively below, they move to I to be associated with the inflectional 
morphology. The rough underlying structure of (6a) is (Ba); as the reader will 
remember, we assume that the subject of a passive clause originates as a 
direct object (chapter 6), the passive auxiliary be originates as a V head which 
selects a (passive) VP-complement: 

I For a discussion of the so-called get passive, cf. Haegernan ( 1 985).  
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CP 

� 
Spec C '  

� 
C IP 

� 
NP I '  

� 

-ed 

VP 

r-----
V VP 

I 
V '  

� 
V NP 

I D  
be invited Violetta 
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At S-structure the object NP Violetta moves to [Spec, IP], via [Spec, VP], in 
order to be able to be case-marked, by the finite I, and the auxiliary be moves 
to I to associate with the finite inflection: 
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8b CP � 
Spec C '  

� 
C IP 

� 
NP I '  

V '  � 
V VP � 

V-I Spec 

bej-ed tj 
=was 

V '  

"" 
V NP 

I I 
invited tj 

The association of a verb with its inflectional ending is a form of incorpor­
ation:2 the infleCl;ional ending is assumed to be a (functional) head, V is a 
(lexical) head. By virtue of the incorporation of V by I, the inflectional head 
and the verb become one complex head. In interrogative sentences (Sa) the 
inHected auxiliary precedes the subject NP, we assume it moves under C: 

2 For discussion of incorporation cf. Baker (1988). For a discussion of different types 
of incorporation by functional heads, see Rizzi and Roberts (1989). 
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CP 

� 
Spec C '  

� 
C IP 

� 
NP I '  
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bej-ed Violettaj 
=was 

VP 

I 
V '  

� 
V VP 

� 
Spec V '  

r----
V NP 

I I 
invited 
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The movement of the modal auxiliary from I to C, and the movements of the 
perfective, progt'essive and passive auxiliaries from V to I and also from I to 
C, all instantiate movement of a category of the zero level, i.e. XO-movement 
or head movement. Following our discussion in earlier chapters, we assume 
that the structure preservation constraint restricts movement by imposing 
that heads move to head positions. Auxiliary movement is head-to-head 
movement. 

In English, auxiliaries undergo subject-auxiliary inversion in root inter­
rogatives, but lexical verbs do not do so, as seen in (5b). The impossibility 
of inversion with the subject is not a universal property of verbs. In many 
langhages subject-verb inversion is grammatical. (9) illustrates some cases: 

r 

9a French 
Quand viendra-t-elle? 
when come-fut-she? 
'When will she come?' 
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9b Dutch 
Wanneer komt Marie? 
when comes Marie 
'When does Marie come?' 

In French (9a) and in Dutch (9b) the inflected lexical verb (viendra, komt) 
precedes the subject (elle, Made). This means that in principle nothing bans 
the subject-verb inversion pattern. And in fact, in earlier English, the in­
flected verb could also precede the subject NP: 

9c Hwret sregest pu, yrplingc? Hu begrest pu weorc pin? 
what say-2sg you ploughman how carry-out-2sg you work your 
'What do you say, ploughman? How do you carry out your work?' 
(from .lElfricos, Grammar and Colloquy, 20.22, cited in Closs-Traugott, 
1972: 73) 

In the literaturt this issue has given rise to important discussion (Emonds, 
1970, 1976; Pollock, 1989) and has led to modifications in the structural repre­
sentation of clauses . We discuss this issue in the next section. 

2 The Split INFL Hypothesis 

In the discussion of verb movement we focus on the contrast between French 
and English.l This section is based essentially on Pollock (1989). Recall that 
in French the inflected verb may precede the subject (9a): the French lexical 
verb can move to C: this is impossible in English. There are other differences 
in terms of verb positions between the two languages, which suggest that this 
contrast correlates with a more general contrast between French and English. 
Anticipating the discussion that will follow we could say that while in English 
lexical verbs remain under V and are not subject to head-to-head movement, 
lexical verbs in French do undergo head-to-head movement. 

First consider ( 10)-( 12) :  we pair a French sentence (a) with its English 
counterpart (b), comparing the relative position of the inflected verb and the 
sentential negation pas or not: 

3 For an introductory discussion to word-order in the West Germanic languages 
Dutch and German cf. Haegeman (1992) .  For Italian cf. Belletti ( 1990). 
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10 V - Neg Neg - V 
lOa Violetta n'est pas ·invitee. "Violetta ne pas est invitee. 

Violetta ne is not invited 
'Violetta is not invited.' 

lOb Violetta is not invited. *Violetta not is invited. 
l la Violetta n'a pas mange. "Violetta ne pas a mange. 

Violetta ne has not eaten 
'Violetta has not eaten.' 

llb  Violetta has not eaten. *Violetta not has eaten. 

12a Violetta ne mange pas de chocolat. "Violetta ne pas mange de 
chocolat. 
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Violetta ne eats not chocolate 
'Violetta does not eat chocolate.' 

12b "Violetta eats not chocolate. Violetta does not eat chocolate. 

In (10) and in (it )  the auxiliaries etrelbe and avoir/have precede the negative 
elements pas/not in both languages, and in fact they have to precede them. 
In (12)  a contrast emerges: while lexical verbs have to appear to the left of 
pas in French, they can only appear to the right of not in English. As a first 
approximation, to be modified very shortly, we could propose the following 
kind of base structure for both French and English: 
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13 CP 

� 
Spec C '  

� 
C IP 

� 
NP I '  

� 
VP 

� 

[Tense ] 
AGR 

NEG 

pas/not 

VP 

I 
V '  

� 
V 

In English finite clauses, V moves to I only if V is an auxiliary, in French 
finite clauses all Vs must move to I. 

Consider the French non-finite clauses in (14): 

14 V - Neg 
14a N'etre pas invite, c'est triste. 

ne be not invited it is sad 
'It is sad not to be invited.' 

V - Neg 
Ne pas etre invite, c'est 
triste. 

14b N'avoir pas r�u de cadeaux, c'est triste. Ne pas avoir re�u de 
cadeaux c'est triste 

ne have not received presents it is sad ne not have received 
presents it is sad 

14c ·Ne manger pas de chocolat, c'est triste. Ne pas manger de 
chocolat, c'est triste. 

ne eat not chocolate it is sad ne not eat chocolate it is 
sad 

Two differences emerge between finite and non-finite clauses in French. 
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(i) Though French auxiliaries must move to the left of the negative element 
pas in finite clauses (cf. above), they optionally remain to its right in 
infinitival clauses (Ha, 14b). 

(ii) Whereas the French lexical verbs always precede pas in finite clauses, 
they remain to the right of the negation in infinitival clauses ( 14c) . 

In English infinitival clauses a similar situation obtains (examples and 
judgements from Pollock ( 1989: 376, (21-2) ). English auxiliaries marginally 
may precede negation in non-finite clauses, but they preferably follow negation 
(15a), (15b), and lexical verbs must appear to the right of negation (iSc), as 
was also the case in finite clauses. 

15 
15a 

ISb 

ISc 

V - Neg 
?To be not happy is a prerequisite 
for writing novels. 
(? )  To have not had a happy 
childhood is a prerequisite 
for writing novels. 
"To get not arrested under such 
circumstances is a miracle. 

Neg - V 
Not to be happy is a 
prerequisite for writing novels. 
Not to have had a happy 
childhood is a prerequisite for 
writing novels. 
Not to get arrested under such 
circumstances is a miracle. 

Based on the data above we conclude that the nature of INFL determines the 
possibility of V-movement. We return to this point below. For the moment 
we summarize by saying that finite lexical verbs in English never appear to 
the left of negation. In the representation (13)  this means V never moves past 
Neg to I. French finite lexical verbs do move past Neg. In both languages 
finite auxiliaries move past Neg: obligatorily in finite clauses, optionally in 
infinitives. 

In addition to the ordering of V and sentential negation, English and 
French also differ with respect to the order of verbs and adverbials such as 
oftenlsouvent. Again we first consider finite clauses: in French all finite Vs, 
auxiliary or lexical, must appear to the left of such adverbials, in English 
finite auxiliaries appear to the left of those adverbiaIs, finite lexical verbs 

. app«,:ar to the� right: 
r 

16 V - Adverb 
16a 11 arrive souvent en retard. 

he arrives often late 
16b 11 est souvent invite. 

he is often invited 

Adverb - V 
"n souvent arrive en retard. 

"11 souvent est invite. 
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16c 11 a souvent mange du chocolat. 
he has often eaten chocolate 

17a *He arrives often late. 
17b He is often invited. 
17c He has often eaten chocolate. 

*11 souvent a mange du 
chocolat. 

He often arrives late. 
"He often is invited. 
*He often has eaten chocolate. 

In finite clauses, the order of V and adverb parallels the order of V and 
negation: whenever V can precede negation it also can precede the adverb, 
whenever the inflected verb must follow the negation it must follow the 
adverb. As a first analysis we might propose that the negation and the adverb 
have the same position, i.e. both could be VP-adjoined: 

18a In. [NP] � Tense/AGR] [vp {Neg } [vp . . •  

Adv 

However, this hypothesis cannot be maintained in view of the following data: 

19 V - Adverb 
19a (Ne pas) arriver souvent en retard 

c'est triste. 
(ne not) arrive often late it is sad 

19b ttre souvent invite . . .  
be often invited 

19c Avoir souvent mange trop . . .  
have often eaten too much 

20a "To arrive. often late . . . 
20b ?To be often invited . .  . 

Adverb - V 
(Ne pas) souvent arriver en 
retard . . .  
(ne not) often arrive late . . .  
Souvent etre invite . . . 
often be invited . . .  
Souvent avoir mange trop . . .  
often have eaten too much 

To often arrive late . .  . 
To often be invited . .  . 

20c ( ? )  To have often eaten too much . . .  To often have eaten too 
much . . .  

The French data in ( 19a) are crucial for the analysis: we see that though non­
finite lexical verbs cannot precede negation, they can precede the adverb 
souvent. If the structure of the French clause were as in ( 1 8a) this would be 
problematic. ( 1 8a) suggests that pas behaves in the same way as souvent, 
contrary to fact. In fact, (19a) shows that pas and souvent must occupy distinct 
positions. The non-finite verb can end up between pas and souvent. Recall 
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that verb movement is head movement: in (I8a) there is no head position 
between the negative pas and the adverb. If both pas and the adverb were 
VP-adjoined, then an intervening constituent would also have to be VP­
adjoined. But by the structure preservation constraint only maximal projec­
tions can adjoin to maximal projections. In (1 8b) a head, an XO, would have 
to adjoin to VP, an XP: 

18b [IP [NP] L TenselAGR) [vp Neg ? [vp Adv [vp • • •  

What we need is a head position, i.e. an XO, located between Neg and the 
adverb. But we cannot simply insert a head position there, the presence of a 
head, i.e. XO, implies the presence of a projection: XP. This follows from the 
X'-theory of phrase structure developed in chapter 2. There are apparently 
two head positions that V can move to: one to the left of the sentential 
negation and one to its right (and preceding adverbs like souventloften). Before 
we tackle the type of heads that these could be, let us briefly consider the 
syntax of negation in French. As (21) shows, French negation is bipartite: it 
is composed of an element ne and an element pas. Observe, though, that ne 
is attached to the finite verb with which it moves along to C: 

21a Elle n'a pas mange. 
she ne has not eaten 
'She has not eaten.' 

21b N'a-t-elle .pas mange? 
ne has she not eaten 
'Has she not eaten?' 

21c .. A-t-elle ne pas mange? 

Since ne can move to C, we assume that it is a head-like element. Following 
Pollock (1989) we assume that negation is expanded by a projection NegP, 
whose head is ne and whose specifier is pas; ne and the inflected auxiliary 
form one complex head.4 

NQw we return to the problem of V-movement. We have seen that there 
are<hvo landiqg sites for verbs: one to the left of the negation, and one to the 

4 Our discussion of negation in French in this chapter cannot do justice to all the 
problems involved. Further discussion would be beyond the scope of an introduc­
tory text. For a discussion of negation in French, see also Hirschbiiler and Labelle 
(1993), Moritz (1989), Muller (1991), Pearce (1990a, 1990b, 1991), Rowlett (1993). 
For a discussion of negation in Romance the reader is also referred to Zanuttini 
( 1991, 1993). For a discussion of Italian and French negation see also Haegeman 
(in preparation). 
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right of the negation and to the left of adverbs like souvent. What kind of 
head positions could these be? Pollock proposes that the two head positions 
are both inflectional positions, and that they represent the two components 
that we have till now associated with INFL: Tense, and AGR. (18b) will be 
modified in that (i) we add a NegP; (ii) the head I is reinterpreted as one 
functional head and the position ' ?' is interpreted as another functional head. 
The question arises where to locate AGR and T respectively. Pollock himself 
( 1989) identifies I with T for Tense and '?' with AGR. However, following 
Belletti (1990) and others, we propose the opposite: AGRP dominates TP, the 
projection of T. Based on this assumption, a French negative clause has the 
structur� ( 1 8c): 

18c CP 

� 
Spec C '  

� 
C AGRP 

� 
NP AGR ' 

� 
AGR NegP 

� 
Spec Neg ' 

� 
Neg TP 

.-/1 
Spec T ' 

r-------

[3sg) pas ne 

T VP 

[past) 

.-/1 
Spec V '  

V 
mange 
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The verb (mange, 'eat') first moves to T to pick up the tense inflection, then 
it moves to the next head up, Neg, to pick up the negative head ne, then it 
moves to AGR to pick up the person/number inflection. 

The reader may well wonder why we propose (contra Pollock (1989) and 
with Belletti (1990) ) that AGRP dominates TP, i.e. that AGR is to the left 
of T. Consider what the kind of representation in (18c) is trying to show: on 
the basis of (18c) we expect that the tense inflection is more closely associated 
with V than the AGR inflection, in that V first picks up T and then AGR. 
This sequencing of the movements has a syntactic reflex: within the inflected 
V the T inflection is inside the person inflection. In (22a)-(22c) we see that 
the past T inflection is inside the person/number inflection, in (22d)-(22f) the 
future T inflection is inside the person/number inflection. 

22 NP V T AGR 
22a je mange ai s 
22b tu mange ai s 
22c il mange ai t 

eat Past person + number 

22d je mange er a1 
22e tu mange er as 
22f il mange er a 

eat Fut person + number 

The diagram ( IBc) replaces the clause structure elaborated in chapter 2. IP is 
decomposed into two projections: AGRP and TP, where AGR selects TP. 
Both projections are headed by inflectional elements and thus are functional 
projections. In addition we assume that negative clauses also contain NegP. 
In French finite clauses all Vs, whether lexical or auxiliary, move to AGR, via 
T (and Neg in negative clauses); in non-finite clauses the lexical verbs may 
move to T but they can also remain in VIi. Moreover, lexical verbs cannot 
move to AGR. Auxiliaries optionally move to T and to AGR. In the remainder 
of the book we replace IP by AGRP. In the current literature authors often 
use<,:,IP' as a shorthand representation for the clause. 

The hypothesis which decomposes INFL into TP and AGRP has come to 
be known as the Split INFL hypothesis. For English the clause structure of 
negative sentences is ( 18d): 
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1 8d CP 

� 
Spec C '  

� 
C AGRP 

� 
NP AGR ' 

� 
AGR NegP 

� 
Spec Neg ' 

� 
Neg TP 

/1 
Spec T '  

r-----

[3sg] not [0] 

T VP 

[past] 

/1 
Spec V '  

I 
V 
eat 

English modal auxiliaries are base generated under AGR, other auxiliaries 
such as have and be originate in VP and then move to the functional heads 
T, Neg and AGR. We assume that lexical verbs do not leave the VP.S 

5 We do not go into the status of not and n't in English (i): 

(ia) John has not come. 
(ib) Has John not come? 
(ic) John hasn't come. 
(id) Hasn't John come? 

For discussion the reader is referred to Haegeman (in preparation), Moritz (1989), 
OuhalIa (1990), PolIock (1989), Rizzi (1990a) and the references cited there. 

Another more general question that emerges is whether the ordering of AGRP, 
TP and NegP is universal. See for instance OuhalIa (1991) and Zanuttini (1993) 
for discussion. 
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The modification of the structure of IP which we propose here has some 
consequences for the theory of grammar which we are developing. We will 
not go into all the details. We maintain the assumption that the subject NP 
occupies the highest NP position in the clause, in our revised structure this 
is [Spec, AGRPJ. We assume that AGR assigns NOMINATIVE to the subject 
NP. The role of T with respect to NOMINATIVE assignment is less clear (for 
some proposals see Chomsky, 1992). We assume that the specifier of AGRP 
is an A-position. It is generally assumed that the specifier of [NegP], is an A'­
position;6 it is a position which contains a negative operator (pas, not) and 
we have seen in chapter 9 that operators typically occupy left-peripheral A'­
positions. We return to the notion A/A'-position briefly in chapter 12. 

Since we propose that English Vs do not leave the VP, the question arises, 
of course, how English lexical verbs get associated with the agreement and 
tense morphology, located under AGR and T respectively. One proposal (cf. 
Pollock, 1989; Chomsky, 1991;  Rizzi, 1990a) is that the AGR and T morphol­
ogy in English are lowered onto the lexical V. Lowering processes in general 
raise problems because they leave traces which are not c-commanded by their 
antecedents. Various solutions have been proposed in the literature (Chomsky, 
1991; Rizzi, 1990a) .  We shall not go in to the intricacies of the lowering 
process in detail here (cf. the literature cited for various accounts).  

We have seen that languages vary- parametrically with respect to V-move­
ment. In present-day English (23a) lexical verbs do not move out of the VP, 
in French (23b) they do; lexical)rerbs also move in standard Dutch (23c), and 
in ,earlier forms of English (23d), too, V-movement to C was possible? 

23a "Comes he tomorrow? vs. Does he come tomorrow? 
23b Vient-il demain? 
23c Komt hij morgen? 
23d (= 9c) Hwret sregest I>u, yr}>lingc? Hu begrest }>u weorc }>in? 

The question arises how to account for this type of cross-linguistic variation. 
An interesting indication as to the nature of the parameter regulating V­
movement is that in French infinitives V-movement to AGR is restricted: 

,r 
24 "Ne manger pas de chocolat. vs. Ne pas manger de chocolat. 

ne eat not chocolate ne not eat chocolate 

6 For a discussion of the role of specifier-head relations and negation cf. chapter 12 
and Haegeman (in preparation). 

7 For discussion of V-movement in the Scandinavian languages d. Holmberg and 
Platzack (1991) and Platzack and Holmberg (1989). 
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Infinitives lack finite inflection, there is no person/number variation in infini­
tives. The nature of the inflection associated with V can be seen to play a role 
in determining the possibilities of V-movement. Consider the inflectional 
paradigms for the finite V in French, English, Dutch and Old English: 

25 French English Dutch Old English 
Isg je viens I come ik kom ic fremme 

I come I come I perform 
2sg tu viens you come jij komt pu fremest 
3sg il vient he comes hij komt he fremed 
Ipl nous venons we come wij komen we fremmad 
2pl vous venez you come jullie komen ge fremmad 
3pl ils viennent they come zij komen hi fremmad 

4 forms 2 forms 3 forms 4 forms 
(Old English data from Quirk and Wrenn, 1957: 43) 

It seems to be the case that V-movement correlates with the relative strength 
of inflection: in English the AGR inflection is weak: only the third person 
singular of the present tense has an overt inflectional ending, the lexical V 
does not move to C. In the other languages represented in (25) AGR, is 
strong, there is more overt agreement morphology. Languages such as Eng­
lish with little overt agreement morphology do not allow lexical verbs to 
move to AGR; languages with more morphological endings do. One way of 
accounting for this is to argue that AGR is either strong or weak. Strong AGR 
attracts the V, weak AGR does not attract V.8 In section 5 below we will 
briefly reconsider the V-movement parameter in terms of recent proposals by 
Chomsky.' 

3 Functional Projections and the Clausal Domain 

In the above discussion we have provided evidence for the decomposition of 
JP into AGRP and TP. The evidence for postulating a number of distinct 

8 We have simplified the discussion for expository reasons. The reader is referred to 
the literature for more extensive discussion. In panicular, the reader is referred 
to PoUock's (1989) analysis which correlates richness of AGR with theta role 
assignment. 

, Returning to our discussion of the pro-drop parameter in chapter 8, observe that we 
can retain the formulation proposed there: if AGR is rich, it can identify the features 
of pro. Note, however, that languages where strong AGR attracts the verb are not 
necessarily pro·drop languages: in French V moves to AGR but referential pro is 
not allowed. We do not go into this issue here (cf. Jaeggli and Safir, 1989). 



Funaional Heads and Head Movement 603 

functional heads within the IP domain derives from word-order variation. On 
the assumption that pas/not on the one hand and adverbials such as souventl 
often on the other, have a fixed position, we are led to postulate a functional 
projection in between NegP and VP. In addition, observe that T and AGR 
morphology can be identified as two distinct inflectional endings. If distinct 
inflectional endings represent distinct functional heads, then T and AGR 
should be kept separate and each should head a functional projection. The 
split INFL hypothesis first developed by Pollock ( 1989) has given rise to a 
renewed interest in the nature of the clausal projection and has led many 
linguists to postulate additional functional projections. 

In our discussion in chapter 2, section 3.5, we discussed the nature of small 
clauses and on the basis of French data with overt adjectival AGR morphol­
ogy we proposed that small clauses are functional projections of AGRP. We 
refer the reader to that discussion. 

Ouhalla ( 1992) discusses the distribution of focused phrases in classical 
Arabic. In (26a) quasiidatan ( 'a poem') is focused, but it cannot receive 
contrastive focus, as indicated by the fact that a contrastive discourse con­
tinuation is not possible. For contrastive focus two strategies are possible: 
either the focused phrase is preposed (26b) or it is left in situ and there is a 
focus marker (FM) sentence-initially (26c) . To account for this alternation 
Ouhalla (1992) proposes a structure; like that in (27) where the clausal do­
main (here represented as IP because the internal structure is irrelevant for the 
point at issue) is dominated by a functional projection FP, focus phrase, 
whose head contains the head marking focus. 

26a ?Allaf-at Zaynabu quasiidatan ( "Iaa kitaban) .  
wrote-3sgfem a-poem not a book 
'Zaynab wrote a poem.' 

26b Quasiidatan ?allaf-at Zaynabu (laa kitaabanl"laa ?alquat). 
a-poem wrote-3sgfem not a book/not read 
'It was a poem Zaynab wrote (not a book).' 

26c (La) qad ?allaf-at Zaynabu quasiidatan. 
FM wrote-3sg fem a-poem 
'Zaynab did indeed write a poem.' 

f' 
(27a) is the structure for (26a), with the preposed constituent in [Spec, FP], 
(27b) is the structure for (26b) with the f�al head overtly realized and the 
focused phrase in situ: 
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27a FP 
� 

Spec F '  

� 
Fj IP 

[+FJ D 
XPj . . .  tj . . .  
[+FJ 

27b FP 

� 
Spec F '  

� 
Fi IP 

. [+FJ 

D I 
la qad . . .  [XPJ . . .  

[+F] 

The idea that we need a focus phrase whose specifier hosts focused elements 
is also proposed to account for the Hungarian data in (28) : 

28a lanos szereti Mariat. 
lanos-NOM love-Pres-3sg Mary-ACC 
'Janos loves Macyo' 

28b Maciat szereti lanos. 

The sentence-initial constituents in (28) receive focal stress. Puskas (1992) 

proposes that this is due to the fact that they occupy [Spec, FP). The finite 
verb szereti occupies the head of FP. 

In influential work on ditics in Romance languages Kayne (1989, 1991) 

and Spoctiche (1992) propose that ditk elements like le in (29) signal a head 
position. According to Kayne's analysis ditics move to the head AGR to 
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which V has also moved; according to Sportiche the clitics head functional 
projections which he calls Clitic Phrases. 

29 Jean l'a deja vu. 
Jean him has already seen 
'Jean has already seen him.' 

A full discussion of the nature of ditics is well beyond the scope of an 
introductory textbook. We refer the reader to Kayne (1975) for a first de­
tailed discussion and then to the subsequent literature (cf. Sportiche ( 1992) 
for an excellent survey and a new analysis). In order to account for the 
distribution of subject ditics in standard Italian and in some of its dialects, 
Rizzi (1987) argues that the Italian AGRP should itself be decomposed into 
two AGR projections, one hosting the verbal agreement morphology, another 
one hosting the subject ditic. Shlonsky (1992) argues that following the 
decomposition of IP into AGRP and TP, CP should also be reinterpreted 
in terms of two projections: CP and an AGRP specific to the CP domain. 
His proposal would be able to account for the agreeing complemen­
tizers found in West Flemish, a dialect of Dutch, and which we discussed in 
chapter 2, section 4. Haegeman (1993) proposes that there should be a 
number of head initial functional projections dominating AGRP in West 
Flemish. The list above is by no means intended to be exhaustive: various 
other authors have discussed the role of functional heads in the syntax of 
clauses. In section 5 we turn to the relevance of functional projections for the 
analysis of NPs. 

4 Head Movement and the ECP 

So far we have argued for the need to postulate a number of functional 
projections which correspond to the inflectional morphology of V, specifically 
we propose that JP should be decomposed into AGRP and TP. In French, V 
moves to AGR via T. In root questions V moves to T, then to AGR, and then 
to C. V-movement to C is a stepwise head-to-head movement. This obliga­
tory stepwise -movement does not have to be stipulated, it follows from the 
theory developed so far. Consider the following data from English: 

30a He could have done such a thing 
30b Could you have done such a thing? 
30c "Have you could done such a thing? 
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While we can move the highest auxiliary (could) to C, we cannot move a 
lower auxiliary to C, crossing could. Head movement takes place in strictly 
cyclic fashion. This constraint, usually referred to as the Head Movement 
Constraint (Travis, 1984), obviously calls for an explanation. Recall that we 
propose that movement leaves a trace and that traces are subject to the ECP 
(chapters 8 and 9). If we want to maintain this proposal in its full generality 
we must assume that V-movement, or head-to-head-movement in more gen­
eral terms, also leaves a trace. On this assumption the S-structure represen­
tation of (30c) would have to be as in (30d) (we omit irrelevant structure for 
expository reasons): 

30d * b [c HaveJ £n. you r. could] [vp lj done such a thing]]] ? 

The head movement constraint is not a primitive principle .of the grammar, 
it derives from the ECP. The trace of have is separated from its antecedent 
by the intervening head could. Could c-commands the trace and it is itself c­
commanded by have. Could will be a closer governor, hence by minimality 
it will block antecedent-government. This means that have under C cannot 
govern the VP-internal trace. The ECP forces head-to-head movement to 
apply stepwise: intervening heads cannot be skipped. I 

Schematically, head movement is forced to apply stepwise, and following 
the discussion above the pattern in (31a) with H representing an XO is gram­
matical, that in (31b) is ungrammatical: 

31a La. Hi [yp ti £Zp ti £HP tJ]]] 
31b * [xp Hi [yp Y [zp lj £HP tJ]]] 

In (31b) the intervening head Y blocks antecedent-government between Hi 
and ti• Still, it has been argued in the literature that patterns that look like 
(31b) are attested. Rivero (1991) discusses a pattern which she refers to as 
Long Head Movement. She discusses, among others, the following Bulgarian 
examples (Rivero, 1991: 322-3): 

32a Petur e procel knigata. 
Peter has read book-the 
'Peter has read the book.' 

32b Procel e knigata. 
read has book-the 
'He has read the book.' 

32c Peocel e knigata Petur/Procel e Petur knigata. 
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32d "E procel knigata. 
32e * [Procel knigata] Petur e. 
32f "[Procel knigata] e. 

Rivero says: 

607 

in Bulgarian main clauses with a lexical subject, the word order of a 
clause with a perfect construction is as in [32a1, parallel to its English 
gloss . . .  NP1 Aux V NP2. However, the unmarked wordorder of a 
corresponding clause with a null subject is as in [32b1, with (boldfaced) 
V preceding AUK • • •  The order Aux V NP2 is ungrammatical . . . Also, 
regardless of the presence/absence of NP1, fronting of V and NP2 is 
disallowed, as shown in [32e-f]. (Rivero, 1991: 322-3) 

Rivero proposes that (32b) is an example where the head V procel moves to 
C, crossing the auxiliary e; in other words (32b) instantiates the pattern in 
(31b) .  The long head movement patterns described by Rivero have given rise 
to various analyses. We shall not go into the discussion here but refer the 
reader to Rivero's own work (1991: 327) for an overview and references. 
We return to the data briefly in chapter 12, section 3.1.  

5 Functional Categories and the Projection of N: 
the DP Hypothesis 

In chapter 2 we proposed that NPs have the structure (33) : 

33 NP 

� 
Spec N '  

-�" � 
N pp 

I �  
the Romans' invasion of Belgium 
the invasion of Belgium 
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We treated the determiner the on a par with a GENITIVE phrase, the 
Romans'. Such an equation is rather unexpected, though. Determiners belong 
to a closed class, suggesting that they are non-lexical or functional elements, 
while GENITIVE NPs are projections of Ns, i.e. an open class. Also, deter­
miners are typically one-word elements which one would tend to assimilate 
to heads, and the GENITIVE morphology is associated with a projection. 
That determiners are head-like functional elements is also suggested by the 
fact that in some languages they are realized as bound morphemes: 

34a Swedish 
flicka -n 
girl det 
'the girl' 

Similarly, in French we see that the determiner (le, les) sometimes IS m­
corporated by a preposition. Incorporation is process in which one head is 
combined with anotb,er head to form a complex head. If P can incorporate 
Det, this suggests that Det is a head. 

34b a la fiIIe de la fiIIe 
to the girl of the girl 

a + le gar\=on au gar\=on de + le garc;on du gar\=on 
to the boy of the boy 

In [Spec, NP] is occupied either by functional heads such as determiners or 
by full phrases. This is obviously less than satisfactory. 

Comparative work on the structure of NPs reveals that in many languages 
NP contains a functional head of the type AGR. First consider the following 
Hungarian data (Abney, 1987: 17): 

35a az en kalap-om 
the I (NOM) hat-1sg 
'my hat' 

35b a te kalap-od 
the you (NOM) hat-2sg 
'your hat' 

35c a Peter kalap-ja 
the Peter (NOM) hat-3sg 
'Peter's hat' 
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Kalap ('hat' ) is a noun which agrees with its possessor, marking its person 
and number. The possessor phrase bears NOMINATIVE case, as would the 
subject of a sentence. If we maintain the idea that AGR assigns NOMINA­
TIVE case then we conclude that the NPs in (35) contain an AGR which 
assigns NOMINATIVE. In Turkish (cf. Abney, 1987: 21 )  the possessor is 
assigned GENITIVE by the AGR morphology of the NP: 

36a sen-in el-in 
you-GEN hand-2sg 
'your hand' 

36b on-un el-i 
he-GEN hand-3sg 
'his hand' 

Abney ( 1987) capitalizes on the symmetry between NPs and clausal projec­
tions. Clauses essentially reduce to projections of V (VP) dominated by func­
tional projections, AGRP and TP. He proposes that in the same way that the 
clause is a VP dominated by the appropriate functional projections, the category 
which we have been referring to as NP should be seen as a projection of N 
dominated by a functional projection. III the Hungarian and Turkish examples 
we have found overt evidence for an AGRP within an NP. In English there 
is less direct evidence. Abney proposes that English NPs too contain an AGR 
head and that this head assigns GENITIVE case. 

Recall that we assume that modal auxiliaries such as will, can, etc., are base­
generated in AGR (cf. discussion in section 1 .1 ) .  The question arises whether 
there are items which are base-generated in the AGR associated with the NP. 
Abney proposes that the determiners are base-generated under the nominal 
AGR. The following are some of the structures he proposes: 

37a DP 

I 
D' 

�: 
D NP 

� the book 
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37b DP 

� 
DP D '  

r-----
D NP 

I � 
the teacher's AGR book 

In (3'1a) D is realized as the determiner the, D selects an NP complement, 
here the bare N book. In (37b) the D-head of the DP is not realized by the 
determiner. D dominates the abstract nominal AGR which assigns GENI­
TIVE to the teacher, in [Spec, DP). 

Abney (1987) points out that certain realizations of D, the articles the and 
a, require the presence of an NP complem�nt. {)ther instances of D do not 
require a complement. He proposes that the demonstrative that is a case in 
point: in (38a) it takes an NP complement, in (38b) it does not: 

38a DP 38b DP 

I I 
D '  D ' � 
D NP D 

� 
that man that 

Following Postal's account for pronouns ( 1966) Abney proposes that pro­
nouns be considered as Ds without complements as in (39). 
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39 DP 

I 
D '  

D 

we 

Abney's seminal proposal that noun projections be reinterpreted in terms of 
NPs selected by a functional head (D, AGR) has given rise to a lot of re­
search. Further refinements of his analysis have been proposed. Ritter (1991 ), 
for instance, provides arguments for a functional projection NumP, for number 
phrase, in the Hebrew NP. Rouveret (1991) based on Welsh data, proposes 
that pronouns a�e NumPs. A lot of researchers are presently trying to deter­
mine the nature of the functional projections associated with NP. 

It is clear that the line of argumentation discussed here will give rise to 
further research questions. Observe that functional projections are motivated 
either on the basis of data from movement or on the basis of overt morphol­
ogy as displayed in some languages. The overt T and AGR morphology of the 
verb, for instance, has motivated the split INFL hypothesis. This analysis is 
then applied to. languages such as English, in spite of the fact that there is 
very little overt inflectional morphology. One of the major developments in 
generative grammar over the past five years has been the identification of a 
large number of functional projections. 

6 Extended Projections 

The discussion in the current chapter focuses on a development in the theory 
whi�� lexical Gategories such as VP and NP are associated with functional r 
categories such as AGRP, TP on the one hand, and DP on the other. It is 
interesting to consider this development from a historical perspective. In 
traditional grammar and in earlier versions of generative grammar it had 
been proposed (Jackendoff (1977), for instance) that clauses were projections of 
V. In chapter 2 we postulate that a clause is a projection of C, which takes as 
its complement a projection of the functional head I, IP. In the present chapter 
we have refined this proposal. We will argue that in certain respects our 
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analysis is not incompatible with the traditional idea that clauses are projections 
if V, after all. 

We adopt the hypothesis proposed in chapter 6 and expanded in chapter 
9 (section 4) that the thematic position of the subject is VP-internal, and that 
the subject NP moves to [Spec, AGRP] to be assigned NOMINATIVE. 

40a D-structure 

CP 

� 
Spec C '  

r-----
C AGRP 

� 
NP AGR ' 

� 
AGR TP 

,---1 
Spec T '  

r----
T VP 

� [ Person ] 
Number 

[-past} NP V '  

V NP 
that -s Violetta kiss Alfredo 
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40b S-structure 

CP 

� 
Spec C '  

r------
C AGRP 

� 
NP AGR ' 

� 
AGR TP 

� 
Spec T '  

� 
T VP 

[ Person ] 
Number 

� 
[-past] NP V '  

V 

I 
that Violettaj tj kisses 

613 

NP 

I 
Alfredo 

We assume that V has to associate with AGR and with Tense. AGR and T 
dominate the inflectional morphology associated with V, i.e. V endings. Tense 
morphology is typically associated with verbs, and the AGR morphology in 
(40) is the verb agreement for person and number. If we adopt the hypothesis 
(d. chapter 6, section 5) that the thematic position of the subject is VP­
internal, then the 'semantic' core of the clause is the VP: VP contains all the 
thematic information of the clause, i.e. the V, the predicate, which expresses 
the relevant state or activity, and the arguments, subject and objects, which 
are associated �ith the predicate. The functional elements in the clause do 
not contribute to the thematic information. TP serves to locate the event 
expressed by the VP with respect to time; AGR is responsible for the visibility 
of the external argument to which it assigns NOMINATIVE case. Similarly, 
the CP level does not modify the thematic information of the clause. Intui­
tively, the constituents of the VP, V and its arguments, encode the action 
described by the sentence 'Violetta's kissing Alfredo' or in the representation 
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of formal logic K(va), and the functional projections TP, AGRP or CP do not 
modify the components of this action: the CP that Violetta kisses Alfredo 
describes, in some intuitive sense, the same action as the VP which it domin­
ates, i.e. K(va). Abney (1987) suggests the following formulation: 'in the 
"passing on" of the descriptive content of their complements, functional 
heads contrast with thematic heads' (1987: 55). From a semantic point of 
view, then, we could say that clauses in some sense are projections of V, or 
rather they are extended projections of V, to use Grimshaw's (1991) termin­
ology. By analogy, we can then say that the DP is an extended projection of 
NP. 

Recall that we proposed that the lexical categories N and V could be 
analysed in terms of binary features, along the lines in (41 ): 

41a N: [+N, -V] 
41b V: [-N, +V] 

Following Grimshaw we could propose that the categorial features of lexical 
heads also contain the functional feature value [FO], where FO means that the 
projection is not functional. Functional heads would be associated with a ! 
specific functional value. T, for instance could be given the value [F1], AGR 
[F2]. Thus (41 )  could be extended to the following. 

42 V 
T 
AGR 
N 
D 

[-N, +V, FO] 
[-N, +V, F1] 
[-N, +V, F2] 
[+N, -V, FO] 
[+N, -V, F1] 

Based on (42), VP is a projection of the features matrix [-N, +V, FO], the 
clause is a projection of AGR, i.e. of [-N, +V, F2] .  VP and AGRP share the 
categorial features [-N, + V] and they only differ in the value of the functional 
feature: VP has the value 0, AGRP has the value 2. Grimshaw's work cap­
tures the intuition, also discussed by Abney (1987), that at some level clauses 
are indeed projections of V, though augmented with the matching functional 
projections. One question that remains to be debated is the relation between 
CP and AGRP. Grimshaw (1991) and Abney (1987) suggest that CP is an 
extended projection of V, Rizzi ( 1990b), on the other hand, suggest that the 
CP level is categorially distinct from IP, i.e. AGRP and TP in our new terms. 
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7 V-movement in the Minimalist Program 

7. 1 The Minimalist Program: a Sketch 

615 

In this book we develop an approach to generative syntax which is referrred 
to as the Principles and Parameters framework; within that approach we 
elaborate the core concepts of what is usuaRy referred to as Government and 
Binding Theory. Still within the Principles and Parameters framework, 
Chomsky ( 1992) has been developing a different approach referred to as the 
Minimalist Program. It is not possible, at this stage, to provide a complete 
introduction to this programme, which is st�ll being elaborated. The purpose 
of the present section is not to discuss the Minimalist Program in full. Rather 
we will illustrate a few of its concepts. We will give a comparison of the 
treatment of verb movement in the Minimalist Program with the Government 
and Binding approach sketched above. 

Chomsky (1992) proposes that linguistic structure links two levels of repre­
sentation, LF and PF. Linguistic structure mediates between LF and PF. The 
linguistic system generates abstract structures which will at some point receive 
an overt form, i.e. they will be spelt out. These abstract structures replace the 
traditional D-structure and S-structure kvels. The speU-out level corresponds 
roughlylO to S-structure. Spell out leads to the PF representation. Syntactic 
structures are also interpreted, i.e. they are assigned a semantic representa­
tion, corresponding to the level of LF. (43) represents the organization of the 
grammar in the Minimalist Program. In order to bring out the parallels with 
the theory developed in this book we choose a representation that is as dose 
as possible to the T-model we have been developing. 

-

r 

10 The reader should be aware that the equation of S-structure and spell-out is done 
for expository reasons. The conception of the Minimalist Program is quite distinct 
from the grammar developed in this book, hence any equations are by definition 
inadequate. 
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43 Structural representations 

overt movements 

Spell out 

covert movement 

\ 
PF LF 

The Minimalist Program is economy-driven. The link between PP and LP 
has to be established as economically as possible. Economy, in this system; 
is instantiated in a number of respects. We focus on just a few. • 

One instantiation of the Economy Principle is that movement should only 
take place when necessary; this is sometimes referred to as movement as a last 
resort. This means that there should be no optional movement in the gram­
mar. A consequence which will clearly need to be verified.l1 Recall from the 

11 Examples of observed optionality come to mind. Recall that in French the non-
finite lexical verb apparently optionally moves across adverbs such as souvent: 

(ia) Souvent manger du chocolat, c'est mauvais. 
often eat of chocolate, it is bad 
'It is bad to eat chocolate often.' 

(ib) Manger ·souvent du chocolat, c'est mauvais. 

Another instance of apparently optional movement is what is often referred to as 
scrambling: the leftward movement of the object in German (cf. chapter 3, section 
4, and also chapter 8 exercise 7): 

(iia) dass Maria gestem diesen Roman gekauft hat. 
that Mary yesterday this novel bought has 

(iib) dass Maria diesen Roman gestem gekauft hat. 

(Cf. Bennis and Hoekstra ( 1984), Frank, Lee and Rambow ( 1992), Grewendorf 
and Stemefeld (1989), de Haan (1979), Haegeman (1992), Koster ( 1978a), Stechow 
and Stemefeld (1988:  452-77), Uszkoreit 1987: (151-60).)  
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discussion in this book that we assume that movement may be overt, 'in the 
syntax' or covert, 'at LF'. In the Minimalist Program the distinction between 
overt syntactic movement and covert movement is maintained. It is worth 
drawing attention to the distinction between the two types of movement once 
more. Movement which takes place before the spell-out point, i.e. at S­
structure in the Government and Binding model, is overt; movement which 
occurs after spell-out, i.e. at LF, out is non-overt. The latter type of move­
ment is input to the semantic representation (LF) of the sentence only, it has 
no bearing on the spelt out form. Chomsky proposes that overt movement is 
a more costly operation than covert movement. For reasons of economy, 
then, covert movement is preferred, or to put it differently: movement is 
delayed as late as possible (Procrastinate). 

This brief and partial outline obvionsly only gives a small fragment ef the 
proposals of the Minimalist Program but it will enable us to illustrate its 
application with respect to the topic of V-movement in French and English 
discussed in this chapter. 

7.2 V-movement in the Minimalist Program 

Recall that in the discussion developed in this book verbs are base-generated 
as stems under the lexical heads, and -their inflectional morphology, person, 
number and tense endings, is base-generated separately under inflectional 
heads. French (44a) roughly has the D-structure (44b); English (45a) has the 
rough D-structure (45b)_ We assume now that the thematic position of the 
subject NP is VP internal: 

44a Violetta embrassait Alfredo. 
Violetta kissed Alfredo 

44b [AGRP [AGR -t] [TP h -ail [yp Violetta embrass Alfredolll. 

45a Violetta kissed Alfredo 
45b u.GRP U.GR -.0] [TP h -ed] [yp Violetta kiss Alfredom.  

Finally consiaer the variation in  word-order between (iiia) and (iiib): 

(iiia) Jean mange du chocolat tous les jours. 
Jean eats chocolate all the days 
'Jean eats chocolate every day.' 

(iiib) Jean mange tous les jours du chocolat. 

We do not go into the issue of observed optionality here. 
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Following Pollock ( 1989) we proposed that in French finite clauses V moves 
to AGR via T, picking up the inflectional endings and giving rise to the 
structure in (44c): 

44c lAGRP Violett� lAGR h [v embrass]ai]t] b h t] [vp tj t Alfredolll . 

In English, lexical verbs do not leave the VP. We propose that the inflectional 
endings AGR and T lower on to the V: 

45c lAGRP Violettaj lAGR t] [TP h t] [vp � kissed Alfredo]. 

This analysis raises the question of what happens to the traces under AGR 
and T. We shall not go into this issue here. For two proposals the reader is 
referred to Chomsky (1991) and to Rizzi ( 1990a). 

In the Minimalist Program Chomsky (1992) adopts the split INFL clause 
structure which we have been developing in this chapter: clauses are extended 
projections of VP' VP contains the thematic material, and VP is dominated 
by related functional projections TP and AGRP.12 He also proposes that verbs 
are base-generated with their inflectional endings. The functional heads AGR 
and T do not dominate inflectional morphology, they dominate bundles of 
abstract features. These features have to be eliminated in the course of the 
derivation. Chomsky's idea is that the morphology which is associated with 
the V-stem has to be checked by the abstract features (AGR, T). This feature­
checking is a matching of the features and is done by adjoining the inflected 
V to the relevant functional head.13 The feature-checki,"lg will eliminate the 
abstract features. Chomsky continues to assume that verbal AGR may be 
weak or strong. Strong AGR is visible at PF, weak AGR is not. Chomsky 
proposes that because strong features are visible at PF they have to be elimin­
ated before PF, i.e. before spell-out. In other words: the feature-checking by 
adjoining V to AGR must take place before spell-out. If strong features are 
spelt out this leads to ungrammaticality. In Minimalist terminology: 'the 
derivation crashes'. 

11 We omit discussion of the functional projection of object AGR (AGR.,p) as dis­
cussed in Chomsky (1991) and also Belletti (1990). 

13 The same type of analysis also applies to case morphology. The idea is that NPs 
(or DPs, cf. the discussion above) are base-generated with their case morphology 
and that the case morphology is then checked by the case assigner. Moreover, in 
contrast with the earlier versions of the Government and Binding framework, the 
Minintalist Program proposes that aU case is checked under specifier-head agree­
ment. We do not go into this modification here. 
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Consider examples (44a) and (45a). In the new framework (44a) has the 
structure (46a) and (45a) has structure (47a).14 We have used bold face for 
strong AGR. The abstract AGR features are represented as Fm. 

46a [AGRP lAGR Fm] 
47a [AGRP lAGR Fm] 

h Fn] [vp 
h Fn] [vp 

Violetta embrassait Alfredolll. 
Violetta kissed Alfredolll. 

The verbal AGR in French is strong; unless it is eliminated it will be visible 
at PF. In order to eliminate the strong AGR embrassait has to adjoin to AGR. 
When AGR has checked the agreement morphology on V it disappears. 

Recall that two options are possible: overt movement, movement before 
spell-out, or covert movement, movement after spell out. If V-movement in 
French was postponed to the level of LF, i.e. if it were covert, the strong 
verbal AGR would remain unchecked at PF. If strong verbal AGR is left 
unchecked it is not eliminated, it remains visible and the sentence will be 
ungrammatical. The verb embrassait is forced to move: AGR will check the 
agreement morphology, strong verbal AGR will then be eliminated: 

46b lAGRP Violettaj lAGR[ T [v embrass�ai]t] [TP h -t] [vp � t Alfredo]]] .  

Now let us turn to English. The AGR morphology on kissed also has to be 
checked against abstract AGR features. Like Pollock (1989) Chomsky assumes 
that AGR is wt;ak in English. Weak AGR is not visible at PF, even when it 
is unchecked. In other words the inflected verb does not have to get its 
features checked by moving to AGR before spell out. Since the verb need not 
move before spell-out it will not move before spell-out: by the Economy 
Principle, particularly Procrastinate, movement will be delayed to the post­
spell-out level, i.e. roughly to LF in our standard terminology. Note in passing 
that the NP Violetta moves to the canonical subject position for case reasons. 

47b lAGRP Violettaj lAGR Fm] [TP h Fn] [vp tj kissed Alfredolll. 

Kissed . will move to AGR to check its features after spell-out, i .e. to derive 
the level which we refer to as LF. 

14 For expository reasons we adopt a representation which is parallel to that pro­
posed in the Government and Binding approach. In fact, in the Minimalist frame­
work syntactic structures are built up step by step, starting from the lexical 
projection and extending the projection upward by means of functional projec­
tions. We cannot go into this issue here. 
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47c [AGRP Violettaj [AGIl h kissed;]] hp h t;] [vp tj t; Alfredo]]] . 

Obviously the very brief discussion above does in no way do justice to the 
Minimalist Program. At this point in time, the Minimalist Program is a 
research. programme and it would not be possible to elaborate it in the same 
way that we have elaborated the Government and Binding framework in this 
book. However, observe that, in spite of considerable differences, many of 
the concepts developed in this book carry over to the Minimalist Program. 
The challenge for the Minimalist Program will be that of integrating the 
results reached by research in the Government and Binding Program over the 
past ten years. In the above discussion we have illustrated this point with 
respect to V-movement. 

8 Summary 

This chapter focuses on the role of functional projections. First we elaborate 
the structure of IP. Following Pollock (1989) we propose that IP should be 
decomposed into two functional projections: AGRP and TP: I 

1 AGRP 

� 
Spec AGR ' 

� 
AGR TP 

� 
Spec T '  

T VP 
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The empirical basis for this proposal is the comparative study of V-movement 
in French and English. 

The clause is reinterpreted as an extended projection of V: the thematic 
information of the clause is contained in the projection of the lexical head V, 
VP is expanded by the matching functional categories (AGRP and TP). Fol­
lowing work by Abney ( 1987) it is proposed that what is usually referred to 
as NP is an extended projection of NP: NP is reinterpreted as DP, i.e. a 
projection of the functional head D which selects an NP complement: 

2 DP � 
Spec D '  

� 
D NP 

In our discussion of V -movement we also consider the Head Movement 
Constraint which bans movement of a head X across another head Y: 

3 The Head Movement Constraint (HMC) 
.. XOj Yo tj 

and we show how this constraint derives from the ECP. Exceptions to (3) are 
referred to as Long Head Movement. 

9 Exercises 

Exercise 1 

_. Consider the following sentences. How can they be interpreted in the 
�?" Iight of tlJ.e discussion of verb movement in this chapter? 

la *My friends love all Mary. 
l b  Mes amis aiment tous Marie. 
1 c My friends all love Mary. 
1 d *Mes amis tous aiment Marie. 

(Pollock, 1 989: 367) 
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2a On imagine mal les deputes tous demissionner en mAme temps. 
one imagines badly the representatives all resign at the same 

time 
'It is hard to imagine the representatives all resigning at the same 

time. '  
2b J'ai vu mes etudiants tous sortir en m�me temps de la salle. 

I have seen my students all leave at the same time from the room 
'I have seen my students all leave the room at the same time . '  

For the distribution of quantifiers such as all and tous the reader should 
bear in mind the discussion in chapter 6, section 5. 

Exercise 2 

In chapter 3 we discuss the Adjacency Constraint on case assignment. 
We might wish to appeal to this constraint to exclude examples like (1) :  

1 a * John eats always chocolate. 
1 b *The children eat all chocolate. 

On the other hand, as mentioned in chapter 3, data such as (2) at 
first sight seem problematic for the Adjacency Constraint on case 
assignment: 

2a Jean mange toujours du chocolat. 
Jean eats always chocolate 

2b Les enfants mangent tous du chocolat. 
the children eat all chocolate 
'The children all eat chocolate.' 

Discuss the sentences in (1 ) and (2) in the light of the analysis of V­
movement proposed in this chapter. 

Exercise 3 

As the reader will remember from the Introduction, one of the important 
goals of linguistic theory in the generative tradition is to explain language 
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acquisition. A lot of recent research has been based on data from child 
language acquisition. One fairly popular proposal ;s that the so-called 
telegraphic speech of young children as illustrated In ( 1 )  reflects a 
stage where the child's grammar lacks functional projections: Le. clauses 
would be VPs (cf. Lebeaux, 1 989; Radford, 1.g90). 

1 a No I see truck. 
'I don't see the truck.' 

1 b Pas attraper papillon. 
not catch butterfly 
'I can't catch the butterfly.' 
(data from Deprez and Pierce, 1 993) 

The following data from the acquisition of French provide counter­
evidence for this claim. Discuss why. 

2a Pas manger la poupee. 
not eat the doll 

2b Pas casser. 

not break 
2c Pas attraper papillon. 

not catch butterfly 
2d Pas rouler en valo. 

not roll on bike 

3a Veux pas 1010. 
want not milk 

3b Marche pas. 
works not 

3c Me plait pas monsieur la. 
me pleases not man there 

3d Ca toume pas . 

. ;;; , that turns not 
3e Elle foule pas. 

it doesn't roll 
(data from Deprez and Pierce, 1 993: 40) 
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Introduction and Overview 

This chapter focuses on locality in syntax. The starting point is the notion 
minirnality as developed in the Barriers tradition. According to the minimality 
condition (chapter 10) an intervening head such as the complementizer that 
blocks government by a head and it also blocks (antecedent-)government 
by a maximal projection. This notion of minirnality is referred to as rigid 
minimality. Rizzi ( 1990a) develops an alternative framework in which 
minimality is relativized with respect to the type of governor: antecedent­
government from X to Y can only be blocked by an intervening Z which 
is of the same type as X, i.e. an intervening A' -specifier blocks govern­
ment by an A'-antecedent, an intervening head blocks government by a 
head, etc. This chapter offers an outline of the Relativized Minimality 
model. 

The Relativized Minimality framework has consequences for the definition 
of the ECP. In this framework, the ECP is a formal licensing conditiol.1 which 
imposes that a non-pronominal empty category, i.e. a trace, must be head­
governed. Like the pronominal non-overt categories, pro and PRO, traces must 
also be identified. Traces are identified by their antecedents. Two strategies 
connect the trace to its. antecedent: binding or government. Binding depends 
on coindexation. which itself is restricted to referential arguments. Selected 
constituents which are non-referential and adjuncts have to be related to their 
traces by (antecedent-)government. 

Having outlined the Relativized Minimality model we turn to some further 
problems which it raises. These concern the Long Head Movement phenom­
ena and the definition of A-positions and of A'-positions. 

This chapter is based essentially on Rizzi's own work (1990a, 1992b) .! 
Section 1 gives an overview of locality relations in syntax and introduces the 
notion of Relativized Minimality. Section 2 focuses on the reformulation of 
the ECP. Section 3 considers further ramifications of the theory developed 
here;;·and outl�es some general problems for future research. 

r 
! Frampton (1991) offers an excellent review of Rizzi's book (1990a). This author 

raises a number of problems and suggestions for revision of this particular theory. 
Browning (1989) also offers some further discussion of the Relativized Minimality 
framework. 

Some authors (Kiss, 1993; Kroch, 1989; Szabolsci and Zwarts, 1991 ) reinterpret 
Rizzi;s analysis in terms of a semantic account. Rizzi (1992b) offers arguments 
against a purely semantic treatment. 
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1 Locality in Syntax: Some Examples 

1.1 Head Government and Locality 

In the course of the discussion we have often appealed to locality relations 
to restrict the domain of application of certain operations. Locality was used, 
for instance, in chapter 11 ,  to restrict head-to-head movement. 

la You could have done such a thing. 
1b Could you have done such a thing? 
1c "'Have you could done such a thing? 

Recall from chapter 11 (discussion of examples (30) ) that we can move the 
highest auxiliary (could) to C; we cannot move a lower auxiliary such as have 
to C, crossing could. The S-structure representation of the ungrammatical 
( lc) would have to be as in (ld) (we omit irrelevant structure for expository 
reasons):  

1d * b [e Have;] [JP you h could] [vp ti done such a thing]]]? 

In chapter 1 1  the ungrammaticality of ( ld) was explained in terms of the 
ECP. Like all other traces, the trace of the moved auxiliary, tj, is subject to 
the ECP. In (ld) the antecedent-government relation between have and its trace 
is blocked by the intervention of could. The ECP forces head-to-head move­
ment to apply stepwise: intervening heads cannot be skipped. This is repre­
sented schematically in (2a) with H representing an XO; the pattern in (2b) 
where one head crosses another head is ungrammatical: 

2a La. Hi [yp ti [zp ti [HP ti]]]] 

LJLJLJ 
2 b  La. Hi [yp Y b t; [HP ti]]]] 

* ILJ t 
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From the discussion we conclude that head movement is strictly local: a head 
must move to the first c-commanding head position, it carinot skip a c­
commanding head to move to a higher head. In tree diagram format we can 
summarize the patterns in (2a) and (2b) as in (2c): 

2c XP 

z 

Movement from Z to X will pass through the intervening head position, Y.2 

The pattern in (2c) is reminiscent of another pattern discussed in chapter 3. 
Consider a sentence in which V takes a pp complement: 

3 V ' 

pp 

I 
P '  

� 
P Np3 

... :�.:: 
-

.r 

look after the baby 

2 Observe that the stepwise movement of heads is predicted also in the Minimalist 
framework (cf. chapter 11, section 7). In this framework economy forces the moved 
head to make the shortest move. 

. 
3 We continue to use the label NP. Recall from chapter 11 that DP might be more accurate. 



630 Introduction to Government and Binding Theory 

NP is selected by P and has to be case-marked. In chapter 3, section 2.1 .2, 
we established that it is P that case-marks its object and not V, even when 
V itself also is a case-marker. Configurations like that in (3) highlight the role 
of minimality in determining government relations: by minimality the closest 
potential governor of a constituent will block government from a higher 
governor. Minimality reduces potential ambiguity with respect to government 
relations: for each governed element there will be one governor. In more 
abstract terms the configuration in (3) can be reduced to the pattern in (2c), 
i.e. the case-assignment relation is established between P and its complement 
and not between the higher head V and the NP complement of P. 

Minimality effects for head government are also illustrated in (4): 

4a "John tried fcp CJ lAGRP Bill to win]]. 
(Rizzi, 1990a: 11 )  

4b John tried b CJ lAGRP PRO t o  win]]. 

(4a) is ungrammatical; tried cannot case-mark the subject of the non-finite 
clause Bill, because there is an intervening head, CJ. Conversely, (4b) is 
grammatical: the intervening C' protects PRO, the subject of the lower clause, 
from government by tried (cf. chapter 5 for the PRO theorem). CO has a t  
blocking effect even though it is not itself an actual governor; what is crucial ' 

is the intervention of a potential governor. Any head is a potential governor, 
while only some heads are actual governors. 

(5) captures the essence of the minimality idea: 

5 . . .  X . . . Z . . .  Y . . . 

X cannot govern Y if there is a closer potential governor for Y (Rizzi, 1990a: 
1 ). 

1 .2 A-movement 

Consider the following example. 

6a lAGRPl John; seems lAGRP2 t"i to be likely lAGRPJ t'i to [vp Cj' win]]]]. 

In (6a) John is the thematic subject of win. The NP moves to a case position, 
in (6a) this will be the subject position of the matrix clause. Assuming that 
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the thematic subject position is VP-internal (cf. discussion in chapter 6, sec­
tion 5, and also in chapter 9, section 4.2), John moves by successive cyclic 
movement via the intermediate subject positions to the subject position of the 
matrix clause. The chain < John;, t'�, r;, t;> is licit (cf. the definition of chains 
in chapter 6, section 4.6, ( 105) ) :  it contains one argument, it is visible, since 
it contains a case position, [Spec, AGRP1], and can be theta-marked by win. 
The trace in the base position of John and the intermediate traces in [Spec, 
AGRP3] and in [Spec, AGRP2] all satisfy the empty category principle (Eep), 
introduced in chapter 8 and repeated here for the reader's convenience in (7) :  

7 ECP 
Traces must be properly governed. 

7a A properly governs B if and only if A theta-governs B or A antecedent­
governs B. 

7b A theta-governs B if and only if A governs B and A theta-marks B. 
7c A antecedent-governs B if and only if A governs B and A is coindexed 

with B. 

Note in passing that (7) contains a disjunction (7a): proper government is 
achieved either by theta-government 9f by antecedent-government. 

(6b), corresponding to example (79a) of chapter 7, section 6.3.4, is an 
example of long-distance raising or super-raising: the NP John does not raise 
to the subject position of the immediately dominating clause, AGRP2, but it 
raises one clause higher, i.e. to {Spec, AGRP1]: 

6b ""[AGRPI [John; seems [en that £AGRP2 it is likely lAGRPJ t'; to [vp t; win])]]]] 

Super-raising gives rise · to ungrammaticality. Two elements bear on this issue. 
In (6b) t�, the intermediate trace in [Spec, AGRP3], violates Principle A of the 
binding theory: t� is not bound in its governing category, AGRP2:4 the po­
tential antecedent John is too far removed (cf. chapter 7, section 6.3.4). 

The distance between John and the intermediate trace t'; also leads to an 
ECP"violation. Traces have to be properly governed. Proper government is 
achi�ved by rlJ:eta-government or by antecedent-government (7a). Being a 
subject trace, t; cannot- be theta-governed, and lacking a local binder, t; 
also fails to be antecedent-governed: the coindexed antecedent John does 

4 AGRP2 is the governing category since it contains (i) the trace t/ in [Spec, AGRP3], 
(ii) a governor, the A likely, and (iii) a subject, it in [Spec, AGRP2]. 
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c-command the trace but it is too far away to govern it. As shown by (6a), 
(6b) can be rescued by eliminating the intervening NP it.s Consider (6c): 

6c " lAGRPl John; seems b2 that [AGRP2 it is believed t; by everyone]]]. 

As discussed in chapter 7, section 6.3.4, example (79b), (6c) is like (6b) in 
that it also violates the binding requirement on NP-traces. In (6c) the trace 
of John, ti, is not bound in its governing category, AGRP2. (6c) is similar to 
(6b). The sentence can again be saved by eliminating the intervening it: 

6d lAGRPl John; seems lAGRP2 t'; to be believed t; by everyone]]. 

Recall that we interpreted (6b) as an ECP violation. By the disjunctive for­
mulation of the ECP in (7a), though, we cannot assimilate the ungram­
maticality of (6c) to an ECP violation. In this example the trace of John is 
in [NP, V1. It is head-governed by believed, and it is also theta-governed by 
believed. John is selected by believed. The binding theory violation in (6b) 
reduces to an ECP violation, that in (6c) does not. We return to this point 
below. I 

When we compare the grammatical (6a) and (6d) to their respective 
ungrammatical counterparts (6b) and (6c) the following patterns emerge: 

8a John; 
8b "John; 
8c John; 
Bd "John; 

[AGRP t; 
[AGRP NP 
lAGRP t; 
[AGRP NP t; 

Or more schematically again: 

8e *NP; XP t; 

(6a) 
(6b) 
(6d) 
(6c) 

In (Bb) and (Bd) the problem is that there is an NP, it in (6b) and (6c), 
intervening between John and its trace. This NP occupies the subject position 
of the intermediate AGRP, an A-position which itself could host an anteced­
ent for the trace, as seen in ( Ba) and (8c). The intervening NP in (Bb) and (Bd) 

s Rizzi (1986c: 95, £n. 18) also shows that the chain in (6b) or (6c) is ill formed. 
The reader is referred to his discussion. 
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is thus a potential antecedent; it is the cause of the ungrammaticality because 
it blocks antecedent-government. 

The parallelism between (6b) and (6c) suggests that a unified analysis is 
desirable: in our approach so far (6b) violates the binding theory (Principle 
A), a violati�n which can be related to the ECP, and (6c) violates the binding 
theory, but satisfies the disjunctive ECP in (7). In later sections we develop 
a unified treatment for (6b) and (6c). 

It is worth pointing out here that intervening heads do not cause a problem 
for antecedent-government by XPs. In (6a), for instance the trace in the sub­
ject position of the lowest AGRP is antecedent-governed in spite of the fact 
that it is separated from its antecedent by the head seem. In (6d) the inter­
vening head believed clearly governs the trace in [NP, V1 but it does not create 
a block for antecedent-government of that trace. We conclude that antecedent­
government of an NP trace is blocked by intervening antecedents, not by 
intervening heads.6 

1.3 Wh-movement of Adjuncts 

Finally consider the pair of sentences in (9):  

9a (epl How do lAGPRPl you think [en that lAGRP2 John could solve this prob­
lem t]]]]? 

9b * (epl How do lAGRPl you wonder [en what lAGRPZ John could solve t]]]] ? 

In (9a) how is extracted from the lower clause and moves to the matrix [Spec, 
CP1]. By adjunctions to intermediate projections we can insure that its trace 
is properly governed: each intermediate trace will antecedent-govern the next 
trace down: 

6 Our discussion will .depart from the analysis of A-chains proposed in chapter 10 
(section 5). 

Recall the discussion of chain formation in (104d), repeated here as (i), in 
chapter 6., section 4.6. The chain between Gianni; and t; cannot skip the inter­
vening rdlexive si;. SchematicaUy the pattern found in (i) is as in (ii): if a potential 
antecedent Z intervenes between X; and t" Z will have to become part of the chain. 
The pattern in (ii) is similar to (Se) in the text. At this point, it is not obvious how 
(ii) could be derived from (Se), though. 

(i) ·Gianni, s� e stato affidato t; 
Gianni to hintself is been entrusted 

(ii) X; Z; t; 
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lOa bl Howj do [AGRPI you [ VPI t' ' 'j think b2 t"j that fAGRPdohn could [VP2 
t'j [VP2 solve this problem tjll]]]ll ?  

(9b) is ungrammatical: in its representation (lOb) t� is not properly governed: 
the next trace up, t"� will not be able to antecedent-govern it, being separated 
from t" i by the intervening barrier, CP2.7 

lOb "(epl Howj do [AGRPI you [VPI tmj [VPI wonder [CPl whatj CO [AGRPl John 
could [VPl t� [VP2 t'j [VP2 t'j solve tj tJ]]])]]]] 

Again we can look at the patterns in (10) in a slightly more abstract way and 
reduce them to the pattern which had already emerged from the discussion 
in sections 1 .1 and 1 .2. ( 1 1 )  summarizes the patterns in (10). 

lla Howj [vp tj (ep t; [vp tj 
llb  "Howi [vp ti (ep XP [vp tj 

In (l1a) the traces are antecedent-governed; the pattern (l1b) is ungrammati� 
because of the intervention of an XP (what in (lOb)) in an A'-position: tile 
intervening element is a potential antecedent. SchematicaUy, the configuration 
in ( l1b) is represented in ( l 1c) : 

1lc  "XPj YP tj 

Observe that not all intervening maximal projections block antecedent­
government. In (lOa) for instance you intervenes between how; and t"'jJ John 
intervenes between ('. and (., but these intervening maximal projections do 
not block the antecedent-government relation. The question is, of course, 
why some XP-s block the relation and others do not do so. One line to pursue 
is that in (lOa) the intervening NPs you and John occupy A-positions, they 
are not potential antecedents for the trace of how, a wh-trace which should 

7 If how is base-generated VP-internally, it first adjoins to VP2, as does what. Next 
how crosses AGRP2 (i.e. JP), which is a BC though not a barrier, and CP2 which 
becomes a barrier by inheritance. Alternatively, we base-generate how in a VP­
adjoined position, but it will still have to cross CP2, a barrier. The reader may 
object that we did not discuss adjunction structures for manner adjuncts in our 
discussion of phrase structure in chapter 2. This omission was done for expository 
reasons: it was felt that at that point in the discussion the introduction of adjunction 
structures would have complicated the picture unnecessarily. 
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have its antecedent in an A'-position. In (Hc) YP does block the relevant 
relation between XP and its trace if yP is of the same kind as XP and can 
thus antecedent-govern' it. 

1.4 Summary: Locality Relations and Intetventions 

In the preceding sections we have considered three phenomena which, though 
not identical, seem to follow the same pattern. 

12 . . . X • • •  z . . . Y . . •  

In section 1.1  we have seen that for X a head, head government from X to 
Y is blocked by an intervening Z, for Z a head. In section 1 .2 we have seen 
that antecedent-government from X, an NP in an A-position, to Y, its trace, 
is blocked by an intervening Z, for Z an NP in an A-position. In section 1.3 
we have seen that antecedent-government from X, an adjunct in an A'­
position, [Spec, CP], to Y, its trace, is blocked by an intervening Z, for Z an 
XP in an A' -position. The three cases, though reduced to the' 'same pattern, 
cannot simply be collapsed. An intervening head, for instance, does not block 
antecedent-government, as illustrated in (13a): 

13a John seems [t to like it]. 

The intervention of the V seems, an Xo, does not interfere with the antecedent­
government of t by John. Similarly in ( 13b) the intervention of an NP in an 
A-position cannot block antecedent-government of t by how. Nor does the 
intervention of the heads solve or did block antecedent-government. 

13b How did you solve the problem t? 

The intuition behind ( 12) is clear. The blocking effect of an intervening 
go�ernor is relative to the nature of the government relation involved: in (12) r 
if Z is a potential governor of some kind for Y, it will only block government 
of the same kind from X. If Z is a potential head-governor, only head­
government from X wiII be blocked. If Z is a potential antecedent-governor, 
only antecedent-government wiII be blocked (Rizzi, 1990a: 2). The hypothe­
sis that blocking effects are not absolute, but are relative to the nature of the 
government relation is referred to as Relativized Minimality, hi contrast with 
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the Rigid Minimality adopted in Barriers. Rizzi formulates Relativized 
Minimality as follows: 

14 Relativized Minimality 
X x-governs Y only if there is no Z such that 
(i) Z is a typical potential x-governor for Y; 

(ii) Z c-cornmands Y and Z does not c-command X. 
(Rizzi, 1990a: 7) 

The nqtion 'a typical potential x-governor' captures the idea of relativizing 
minimality: an element which is a potential head-governor can block head­
government, an element which is a potential antecedent for A-movement 
blocks antecedent-government from an A-position, and an element which is 
a potential antecedent for A'-movement will block antecedent-government from 
an A' -position. 

1.5 Further Illustrations 

1 .S.1 NEGATION AND RELATIVlZED MlNIMALITY 

15a Why did they say that John was fired? 
ISb Why did they ask how John was fired? 
15c Why did they not say that John was fired? 

(15a) is ambiguous: why either bears on the matrix clause in which case it 
asks for the reason of them saying something, or it bears on the subordinate 
clause, and asks for the reason of John being fired. The latter reading is 
sometimes referred to in the literature as long construal. In either case, the 
trace of why will be antecedent-governed. We leave the reader to work this 
out. (1Sb) is grammatical but it has only one interpretation: why can 
question the motivation for them asking something, but long construal is no 
longer possible: why cannot question the reason for firing John. Under the 
long construal interpretation of why, (1Sb) would have to have the repre­
sentation in (16a). We assume that why originates outside VP and we have 
omitted irrelevant structure, such as the traces of John and of how: 

16a " [CPI Why did [AGRPI they [VPI t' [VPI ask [cpz how CO £AGRP2 John was [vpz 
fired) t)))))) ? 
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ID (16a) t, the lowest trace of why has to be antecedent-governed by the VP­
adjoined t', but the trace" t, is too far away. In the Barriers framework AGRP2 
is a BC and CP2 will be a barrier by inheritance. In the Relativized Minimality 
framework the offending relation is represented schematically in ( 16b): how 
is a potential antecedent: it is a wh-phrase in [Spec, CP2] which intervenes 
between why and its trace. H we adopt VP adjunction then in fact how 
intervenes between t' and t. 

16b *Why did fn.l they [VPl t' [VPl ask b how Co [1P2 John was [vp fired] t)]]]]? 
X Z Y 

This example follows from the account sketched in section 1 .4. Now let us 
turn to (15c). Again, and perhaps surprisingly so, why can only have scope 
over the matrix domain, it cannot question the reason for them. not saying 
something, it can only question why John was fired. But in this case there is 
no intervening antecedent in the lower [Spec, CP2] . Based on the parallelism 
between ( ISb) and (15c) we would like to argue that the effect in (1Sc) can 
also be ascribed to the intervention of a potential antecedent, i.e. a constitu­
ent in an A'-position. What could this constituent be? The only element that 
differentiates the ambiguous (15a) frQm the unambiguous ( 15c) is not. Could 
this be the intervening Z? In chapter (11 )  we proposed that negative sentences 
contain a fu�ctional projection NegP, whose head Neg is non-overt in English 
and whose specifier is not. 
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17a cp) 

� 
Spec C '  

� 
C AGRPl 

r------. 
Spec AGR ' 

� 
AGR NegP 

� 
Spec Neg ' 

� 
Neg TP 

� 
Spec T '  

� 
T VP 

� 
t "  VI 

why did they not [0] 

This means that not is a constituent in a specifier position. We assume that 
[Spec, NegP] is occupied by an operator: [Spec, NegP] is a scope position, 
hence an A'-position.8 On the basis of these arguments we conclude that 
not is the Z which intervenes between why and its trace. Not blocks the 
antecedent-government relation between why and the VP-adjoined tU. 

17b ·ht Why did lAGRPt they' lNegP not [Neg] [vp t" [vp say hz t' that lAGRP2 
X Z Y 

John was fired t]])]])] ? 

(1Sc) shows that the intervening potential antecedent may also be in its base 
position: by assumption, not is base-generated in [Spec, NegP] and functions 

8 For some discussion of A and A' positions cf. section 3.1. 

I 
say 
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as a block for antecedent-government. The same point is also clear from 
(lSd), where the intervl;ning A'-specifier is whether, by assumption base­
generated in [Spec, CP]: 

lSd "bl Why did /AGRPI they [VPJ t' [VPI wonder b2 whether /AGRP2 John was 
fired t]]]]]] ? 

In (lSd), as was the case in (15b) and (1Sc), the preposed wh-phrase why can 
only take scope over the matrix domain; long construal is not possible. 
Whether in [Spec, CP] is an A'-specifier and blocks antecedent-government 
between the VP-adjoined t' and t.9 

lSe " [CPI Why did /AGRPl they [VPl t' [VPI wonder bz whether /AGRPl John was 
y X Z 

fired t]]]m? 

1 .5.2 NON-REFERENfIAL COMPLEMENTS 

In the following examples wh-movement affects a complement NP and again 
it gives rise to Relativized Minimality effects. 

1 8a What did they say he weighed last week? 
Apples. 
Sixty kilos. 

9 At first glance, (ia) raises a problem for our approach: 

(ia) " [CPJ Why do lAGRPJ they wonder [CPl if lAGRPl John was fired tl)]] ? 

In (i) why cannot be extracted from the complement of if. Still, we have proposed 
that if is a head, Cfl (chapter 5). Thus at first glance, one would not expect if to 

�m,tervene in the antecedent-government relation of why, an XP. Following recent 
'<"proposals in, the literature, though, we assume that if is associated with a non-overt 

interrogatif'e operator in its specifier position (cf. also footnote 19). The non-overt 
WH operator would suffice to block antecedent-government (cf. Haegeman, iD 
preparation). 

(ib) "[CPl Why do lAGRPl they [vp t' [vp wonder [CPl OP if lAGRPl John was fired 

t)]]]]] ? 
Y 

X Z 
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18b What did they wonder whether he weighed last week? 
Apples. 
� Sixty kilos. 

1 8c What did they not say that he weighed last week? 
Apples. 
* Sixty kilos. 

In (1 8a) weigh has two interpretations: it has an agentive reading in which 
case the answer to ( 1 8a) could be 'Apples'; it also has a stative reading in 
which case the answer could be 'Sixty kilos'. In the first interpretation the 
complement of weigh, what, is a referential expression: it refers to the object 
that is being weighed, the THEME, and the subject of weigh is the AGENT 
of the action. In the second interpretation the complement of weigh, what, 
is a MEASURE phrase selected by the verb weigh, but it does not have a 
referent, and the subject of weigh is the THEME. 

In ( 18b), though, weigh can only have the agentive reading and what can 
only be interpreted referentially. The non-referential reading of what does not 
survive in this example. The difference between (1 8a) and (1 8b) is that in 
(18b) the moved wh-phrase what is separated from its trace by an intervening 
wh-phrase in the lower [Spec, CPl. Assuming VP-adjunction in order to vqid 
barrierhood ( 18b) will be assigned the representation (19a): 

19a bl What did kGRPI they [VPI t" [VPI wonder b whether kGRP he [VP2 t' 
[VP2 weighed t]] last week]]]]]]? 

Whether blocks the relation between t" and t'. 
If the intervening AIt-specifier is responsible for blocking one of the read­

ings of what in (18b)  then we predict that (1 8c) also has only one reading 
since it contains an intervening A'-specifier that separates what from its trace: 
not in [Spec, Negp]. Taking into account all the possibilities of VP-adjunction, 
( 18c) will be assigned the representation (19b). Not will block antecedent 
government between what and t"'. 

19b bl What did kGRPl they IN.p. not [VPI t'" [VPl say [en t" that kGRP2 he 
[VP2 t' [VP2 weighed t]] last week]]]]]]] ? 

In (18c) weigh only has the agentive reading and what is referential. 
The extraction of a MEASURE phrase (what) gives rise to Relativized 
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Minimality effects similar to those associated with the extraction of adjuncts. 

Still, the MEASURE phrase associated with stative weigh cannot be simply 
considered an adjunct. The MEASURE phrase is selected, its presence is 
required by the verb; we assume that it is theta-marked. While the extraction 
of the MEASURE phrase associated with stative weigh gives rise to Relativized 
Minimality effects, intervening A'-specifiers do not affect extraction of the 
referential THEME NP argument associated with agentive weigh. Regardless 
of any intervening A'-specifiers, the examples in (20) are grammatical when 
what is referential and is assigned the THEME role by agentive weigh. There 
might be a slight degradation in (20b) due to a weak subjacency effect, but 
the structures are clearly not ungrammatical. 

20a b What did lAGRP they say b that lAGRP he weighed t last week]])] ? 
20b ?b What did [AGRP they wonder b whether lAGRP he weighed t last 

week]]]] ? 
20c b What did lAGRP they �egP not say b that [AGRP he weighed t last 

week]]])]? 

Given that stative weigh selects the MEASURE phrase and that agentive weigh 
selects a THEME, it seems reasonable to say that both the MEASURE phrase 
and the THEME are theta-marked by weigh. The contrast between the two 
types of complements has to be established independently of theta-marking. 
Rizzi ( 1990a) suggests that the distinction to be made is that the THEME of 
agentive weigh is a referential NP, while the MEASURE phrase selected by 
stative weigh is non-referential. 

In preceding sections we have first identified Relativized Minimality effects 
with adjunct extraction. Relativized Minimality effects are also observed with 
the extraction of non-referential complements. We return to this point exten­
sively below. In the theory developed so far the asymmetry between referen­
tial complements and non-referential complements observed in this section is 
unexpected. The complement of weigh is selected, hence we assume it is theta­
marked, no matter whether it has a referential or a non-referential reading. 
In our earlier discussion (cf. chapters 9 and 10) we assumed that theta-
1l}�J:ked complements are gamma-marked at S-structure. In the examples in 
(19) the traQe of what is theta-governed by the verb weigh, hence it would 
be assigned the feature [+1] at S-structure . Intermediate traces are not neces­
sary and can be deleted at LF. The theory so far offers us no way of dis­
tinguishing the referential reading of what, which is compatible with long 
extraction across intervening A' -specifiers, and the non-referential reading, 
which is incompatible with extraction across A' -specifiers. 
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1 .5.3 IDIOM CHUNKS 

The data in (21 )-(23 ) confirm the asymmetry between referential and non­
referential complements: 

21a What headway do you think you can make on this project? 
21b On which project do you think you can make headway? 

22a "What headway do you wonder whether you can make on this project? 
22b On which project do you wonder whether you can make headway? 

23a *What headway did they not say that they had made on this · project? 
23b On which project did they not say that they had made �ome headway? 

In all the sentences in (21 )-(23) the lower clause contains the verb make used 
in the idiomatic expression make headway on. In this expression what 
headway is an idiom chunk, it is the nominal part of an idiom. This part of 
the idiom can be moved, witness (21a), but there are restrictions on its move­
ment. The idiom chunk what headway cannot be moved across a wh-phrase I 
in a scope position (22a), nor can it be moved across a negative operator in 
[Spec, NegP] (23a). One way of interpreting this is to say that the nominal 
part of the idiom, what headway, is non-referential. If this is true then we 
would predict the pattern in (22)-(23) since in this case what headway would 
behave like the non-referential selected constituents discussed in section 1.5.2.10 
Observe the sharp contrast with the extraction of the pp on which project, 
which contains the referential NP which project. Again extraction is possible 
and the intervening wh-phrase whether in [Spec, CP] in (22b) only produces 
a weak subjacency effect. The intervention of not has no effect on the ex­
traction in (23b). 

Rizzi (1990a) illustrates the contrast between nominal expressions which 
are parts of idioms and referential NPs also by means of data drawn from 
Italian (Rizzi 1990a: 80): 

24a Che libro pensi di poter dare a Gianni? 
'What book do you think you can give to Gianni?' 

24b Che credito pensi di poter dare a Gianni? 

10 Chomsky (1981a: 37) distinguishes idiom chunks from arguments and proposes that 
the nominal parts of idioms' are assigned a special, quasi-argumental theta role. 
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(i) 'How much credit do you think you can give to Gianni?' 
(ii) 'What credit ('trust') do you think you can put in Gianni?' 

24c Che libro non sai a 
'
chi dare? 

'Which book do you not know to whom to give?' 
24d Che credito non sai a chi dare? 

(i) 'How much credit don't you know to whom to give?' 
(ii) " 'What credit don't you know to whom to give?' 

643 

Italian dare ( 'give' )  is a ditransitive verb in (24a) and in (24c). The direct 
object che Libro ('what book') is referential, it is the THEME. Dare credito 
is ambiguous. It may mean 'give financial credit to', and this reading would 
give a grammatical result in both (24b) and (24d). It also may mean 'trust'. 
In the latter interpretation dare credito is an idiomatic expression and credito 
is non-referential. In the latter reading (24b) is grammatical, but (24d) where 
the non-referential che credito has moved across a wh-phrase in the lower 
[Spec, CP], a chi, is ungrammatical. 

1 .6  Arguments 

Let us briefly sum up the findings so far. On the basis of an analysis of 
various data we have formulated Rel�tivized Minimality. In a structure like 
(25), where X is the antecedent of Y, a Z which c-commands Y and does not 
c-command X will prevent X from governing Y if Z is the same kind of 
governor as X . .  

25 X . . . Z . . . Y 

We have seen the effect of this principle in several domains of application: 
head-government, A-movement and A'-movement. With respect to the latter 
type of movement, though, we have discovered a sharp asymmetry between 
referential arguments on the one hand and selected constituents which are 
non-referential (such as MEASURE phrases (1 .5.2) and idiom chunks ( 1 .5 .3 ) ) 
an4 adjuncts (1 .5 .1 )  on the other: while selected constituents which are non­
ret�rential and adjuncts are sensitive to Relativized Minimality effects, refer-.c 
ential arguments which have been wh-moved are not, as illusttated also in 
(26): 

26a Which woman did they think that he had met? 
26b La! Which womanj did they wonder Laz whether he had met t;] ] ?  
26c La! Which womanj did they not think Laz t� that he had met ti l l ?  
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In preceding chapters we have seen that the argument/non-argument asym­
metry usually reflects ECP effects. In the earlier discussion we also assimilated 
arguments with selected constituents. As already discussed in section 1 .5.2 
the asymmetry between referential selected constituents and non-referential 
ones does not follow from the theory we have been elaborating so far. In the 
next section we reformulate the ECP and we refine the notion of argument. 

2 The ECP 

2. 1 Some Problems 

In this section we turn to the formulation of the ECP. 'We consider three 
definitions: in (7) the ECP is formulated as a disjunction: one of two con­
ditions has to be satisfied: theta-government or antecedent-government. 
This disjunctive formulation will be replaced by a conjunctive formulation of 
the ECP (35) where two conditions have to be satisfied: one is a formal licens­
ing condition and the other is an identification requirement. The identification 
requirement itself will again be formulated as a disjunction, being satisfied; 
either by theta government or by antecedent-government. Finally, in section' 
2.2.3.3, we will reduce the ECP to a formal licensing condition. The iden­
tification requirement on non-pronominal empty categories is independendy 
required as an instantiation of the more general identification requirement on 
empty categories and can be satisfied by binding or by government. 

2.1.1 A DISJUNCTIVE ECP: TIlETA GOVERNMENT OR 
ANTECEDENT-GOVERNMENf 

In (7), repeated here as (27), we have formulated the ECP as follows: 

27 ECP (i) 
Traces must be properly governed. 

27a A properly governs B if and only if A theta-governs B or A antecedent­
governs B. 

27b A theta-governs B if and· only if A governs B and A theta-marks B. 
27c A antecedent-governs B if and only if A governs B and A is coindexed 

with B. 

As mentioned before, the formulation of the ECP which we have adopted 
so far contains a disjunction: according to (27a) a trace is properly governed 
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if it is either theta-governed or antecedent-governed. The ECP ( (7) or (27) ) 
enables us to account for the subject/object asymmetry in (28 ):  

28a [Who do [you think It' that [Bill saw t]J] ] ?  
28b * [Who do [you think [t'  that [t saw Bill]] ] ] ?  

In (28a) the trace in the base-position is  theta-governed, hence obeys the 
ECP. The intermediate trace is antecedent-governed. Following the Barriers 
model we could assume that in fact the appropriate movement of the wh-phrase 
is done via VP-adjunction. (28b) violates the ECP. The idea is that the subject 
trace fails to be theta-governed: its theta role assigner, the verb, is too low 
in the structure to govern it, and its antecedent, the intermediate trace is 
blocked from governing the subject trace by the intervening complementizer 
that. 

Though empirically fairly satisfactory the disjunctive formulation of the 
ECP is conceptually unsatisfactory: introducing a disjunction means that we 
are unable to capture the generalization that unites what are supposed to be 
ECP effects: theta-government and antecedent-government are independent 
notions.!! 

2.1 .2 SUBJECT EXTRACTION AND THAT-TRACE EFFECTS 

2.1 .2.1  Head-government and antecedent-government Though (27) is satis­
factory from the -empirical point of view, its implementation raises consider­
able questions. (28b) is one problematic example (cf. Rizzi, 1990a: 29££.). 
Consider (28c), the partial structure of (28b): 

28c CP 

� 
t '  C '  

� 
;C AGRP 

I / 
NP 

that 

1 1 Attempts have been made to formulate the Eel'- in (27) in a unitary fashion. For 
an example cf. Stowell (1981 ) .  
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In a rigid minimality view, where a head can block antecedent-government 
by XP, the complementizer that blocks antecedent-government from t. This 
would mean that we need special mechanisms to account of the fact that, 
for instance, in (29a), the intervening heads does and seem do not block 
antecedent-government: 

29a John does not seem [t to be there]. 

2.1 .2.2 Extended chains and antecedent-government In chapter 10 we tried 
to solve problems like that raised by (29a) above. We proposed an account 
in terms of extended chains in which the subject, the functional heads and the 
V of the clause are coindexed. Adopting this idea, (29a) will have the S­
structure representation (29b): 

29b John; does; not seem; [t; to be there] . 

John is coindexed with its trace, in the usual way, and it is also coindexed 
with the auxiliary does by subject agreement. Then, in turn, INFL, i.e. AGR 
and T, will be coindexed with V (cf. chapter 10, section 5). In this way tl:{e 
trace of John is coindexed with and also governed by seem and this would 
count as antecedent-gov.ernment. 

The extended chain proposal raises some problems, though: an extended 
chain approach could also rescue the violations of the Head Movement 
Constraint which we interpreted as ECP violations in chapter 1 1  and in sec­
tion 1.1 above. Consider first (30a): 

30a They; would; [vp have; [vp been; [vp expected; IAGRP t; to be there]]]]. 

In (30a) the trace of they must be antecedent-governed, since it is not theta­
governed . .  Recall that expect theta-marks the non-finite clause, but not its 
subject. The trace is separated from its antecedent they by the intervening 
heads, have, been and expected. We have seen that the VP-adjoined positions 
are not available for A-movement since VP-adjunction would lead to what 
is referred to as 'improper movement' (chapter 10, section 5). By the co­
indexation mechanism for extended chains developed in chapter 10 we arrive 
at the pattern in (30a) where t; is antecedent-governed by expected;. However, 
now consider (30b): 

30b "Have; they; coul� t; been; expecte� [t; to be there]. 
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In (30b) the auxiliary have is moved to C. If we assume that functional 
categories, auxiliaries and the verb belonging to one extended projection (cf. 
discussion in chapter 11 , ' section 6) are coindexed, the trace of have will be 
coindexed with and hence antecedent-governed by could, and the sentence 
should be grammatical (cf. Browning, 1989, cited in Rizzi, 1990a: 113). 

2.1 .2.3 Overt CO vs. non-overt CO Assuming that a satisfactory solution can 
be found to block Long Head Movement (30b), let us return to the point at 
issue. We have to assume that the intervening XO that can block antecedent­
government. However, observe that not all Cos block antecedent-government: 

28d bl Who do IAGRPl you think b2 t' CO !AGRP2 t saw Bill)]]]. 

In (28d) the subject is extracted across Co, where CO is non-overt. For ex­
pository reasons we leave aside the VP-internal subject trace. In (28d) CO does 
not block antecedent-government: who antecedent-governs t, t antecedent 
governs t. The partial structure for (28d) would be as in (28e): 

t '  C '  

� 
C AGRP2 

I I NP 

It is hard to see how to distinguish between the blocking capacities of that 
and its non-overt counterpart. Recall that non-overt CO has the capacity of 
blocking head government. In the discussion of (4a) above repeated here as 
(31)  we argued that it was precisely a non-overt CO which prevented try from 
case"�arking Bill . 

.:'fo : ,; 
.r 

3 1  "John tried b CO !AGRP Bill to win]) .  

We have to have recourse to an ad hoc device to distinguish between CO and 
that. The former does not intervene in antecedent-government, the latter 
does. 
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2.1.3 ADJUNCT MOVEMENT AND THAT-TRACE EFFECTS 

Further complications arise when we consider adjunct movement: 

32a [CPI How did [AGRPI they say [cpz t'j that [AGRP2 John had been fired tjm]? 
32b [CPI How did !AGRPI they say (epz t'j CO [AGRPZ John had been fired ta]]] ? 

In (32) the adjunct how is extracted from the lower clause. The adjunct is not 
theta-governed by the verb, the manner adjunct (how) is optional, it is not 
selected by fire. So its trace has to be antecedent-governed in order to satisfy 
the ECP. In the case of adjunct extraction, and unlike the case of subject 
extraction, the intervening overt complementizer that apparently does not block 
antecedent-governnlent. As discussed in chapter 9 the· adjunct-argument asym­
metry is captured in the Barriers framework along the lines'proposed by Lasnik 
and Saito ( 1984). Thei dea is that the ECP is checked via gamma-marking. 
Gamma-marking is invariable throughout the derivation. While argument 
traces are gamma-marked at S-structure, adjunct traces are gamma-marked at 
LF. In addition, that can be deleted at LF. In other words, at LF, (32a) will 
be assimilated to (32b). 

2. 1 .4 ADJUNCTS AND RELATIVIZED MINIMALITY 

In section 1, where we introduced the concept of Relativized Minimality, we 
also came across an argument-adjunct asymmetry, illustrated in (33a) and 
(33b). We have omitted intermediate traces for expository reasons. 

33a ?[epl Which probleIDj do £AGRPI you wonder [epz howj £AGRPZ PRO to solve 
tj tjm]? 

33b *[epl Howj do £AGRPI you wonder [cpz w�ch problemj £AGRP2 PRO to solve 
tj 1j]]]] ? 

We have seen that adjunct movement is sensitive to Relativized Minimality 
effects: the intervening wh-phrase in (33b) renders the clause ungrammatical. 
In (33a) the intervening wh-phrase how does not give rise to ungrammaticality. 
Intuitively speaking, it would seem that adjuncts must be related to their 
traces in a stepwise fashion and each link in the chain that relates the trace 
to the antecedent must be very local: no potential antecedents must intervene. 
Arguments tolerate long distance relations . The same contrast is observed in 
(33c)-(33d) where the negative specifier not constitutes the blocking factor. 
Again, for expository reasons, we do not indicate all the intermediate traces. 
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33c [CPI Which problem; did lAGRPI they not tell us ten t'; that [AGRP2 we should 
solve t;JJl] ? 

33d * [CPI How; did [AGRPI they not tell us lcP2 t'; that [AGRP2 we should solve 
this problem tJJJJ ? 

Recall that the essence of the Relativized Minimalicy approach is to keep 
different kinds of governing relations apart, in particular head-government is 
separate from antecedent-government. Both antecedent-government and head­
government are notions which also are related to the ECP. In the next section 
we discuss the ECP. 

2.2 A New Formulation of the ECP 

2.2.1 FORMAL UCENSING AND IDENTIFICATION 

I� chapter 8 we discussed the empty category pro which occurs among other 
things as the subject of finite clauses in Italian. Pro is subject to two require­
ments: a licensing condition (34a) and an identification condition (34b): 

34 Pro-drop parameter 
34a Formal licensing: 

pro is governed by XOy 
34b IdentificatiOli: 

Let X be the licensing head of an occurrence of pro: then pro has the 
grammatical specification of the features on X coindexed with it. 

We will extend this double requirement of formal licensing and of identifica­

tion to apply to all non-overt categories, including traces. Our first disjunc­
tive formulation of the ECP in (27) fails to distinguish between formal licensing 
and identification of traces. (35) is a conjunctive formulation of the ECP: it 
imposes a double requirement of formal licensing (35a) and of identification 
(35b):  

-

,r 

35 ECP (ii) 
A non-pronominar empty category must be 

35a properly head-governed; 
35b theta-governed or antecedent-governed; 
where 

(Formal licensing) 
(Identification) 
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35c proper head-government is government by XO within the immediate X';1l 

35d theta-government is government by a theta assigner; 
35e antecedent-government is government by an antecedent, an element 

that governs the governee and binds it; 
35f X binds Y if and only if X c-commands Y and X and Y are coindexed; 

(Rizzi, 1990a: 74) 

(35) contains two clauses which both have to be satisfied: a formal licensing 
condition and an identification condition. The identification requirement (35b) 
is formulated as a disjunction: theta-government or antecedent-government. 

2.2.2 FORMAL LICENSING: HEAD-GOVERNMENT 

The formal licensing clause of the ECP (35a) imposes that all non-pronomi­
nal empty categories, i.e. all traces , be head-governed. Let Us examine how 
this clause can be implemented. Clearly the extraction of selected comple­
ments (referential or not) is unproblematic: a selected constituent will be 
head-governed by the verb that selects it. Consider then adjunct extraction in 
(36). 

36 How did Bill solve the problem t? 

In (36) clause (35a) of the revised ECP imposes that the trace of how be head­
governed, where head-government is restricted to the immediate X'-domain. 
Roughly the relevant partial structure of (36) is as in (37): 

12 For motivation the reader is referred to Rizzi (1990a: ch. 2). 
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NP AGR ' 

� 
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AGR TP 

� 
Spec T '  

T VP 
r-----

VP 

I 
V '  

� 
V NP 

� 
solve the problem 

adjunct 
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We assume that manner adjuncts are VP-adjoined.1J This means that they are 
not dominated by VP (cf. the discussion of adjunction in chapter 7) and can 
be governed from the outside. In the particular case at hand we assume that 
T head-governs . the relevant adjunct. 

The nex� case to consider are examples of subject extraction. 

38a * [(;PI Who did [AGItPI you think [CP2 t'; that [AGItP2 t, left])]] ? 
38b lal Who did [AGRrl you think [cr2 t/; .0 [AGRr2 t; leh]])]? 

These examples have the structure in (38c). We omit the VP-internal subject 
trace which is irrelevant for our discussion. 

r 

\3 We assume that the base position of how is VP-adjoined. If how is base-generated 
VP-intemally then it will first have to adjoin to VP in order to void barrierhood 
of VI'. Cf. fn. 8. 
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38c CP2 

� 
Spec C '  

I �  
Ij c AG� 

NP AGR TP 

I � 
tj 

The subject trace is not governed by AGR in its immediate domain AGR': the 
subject trace is outside AGR'. Co has to ensure head-government for the subject 
trace. This is. possible in (38a) and it is not possible in (38b). We have to 
distinguish bctween the overt complclllentizcr that and its non-overt coun­
terpart. Rizzi (1990a) proposes that in English a tensed complementizer can 

I be realized either as that, which is inert for government, or as AGR, which 
belongs to the class of governors. 

39 C -----+{ that } 
AGR 

In chapter 11 we saw that AGR can be an independent head with its own 
autonomous inflectional projection (AGRP). According to (39) AGR can also 
be associated with another head as a feature or a set of features (cf. Rizzi, 
1990a: 52). The licensmg condition on AGR is that it must be coindexed 
with its specifier. 14 

In (38b) AGR is associated with the non-overt CO. AGR in CO is co­
indexed with its specifier; (38b) can be represented as (38d): 

38d (epl Who; do [AGRPI you think [crz t'; AGRj [AGRP2 tj AGR left)]]] ? 

'4 As mentioned in chapter 1 1 ,  Shlonsky ( 1992) proposes that in fact AGR in C also 
heads its own projection. He proposes that CP should be decomposed into CP and 
AGRcP: 
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The: subject trace satisfies the ECP: t; is properly head-governed by AGR as­
sociated with CO and it is antecedent-governed by ti in [Spec, CP2]. 

The association of agreement features with C is not an ad hoc device. In 
chapter 2 section 4.1 (71) we illustrated the agreeing complementizer in West 
Flemish: 

40a da den inspekteur da boek gelezen eet. 
that the inspector that book read has 
'that the inspector has read that book'. 

40b dan d'inspekteurs da boek gelezen een. 
that the inspectors that book read have 
'that the inspectors have read that book'. 

The complementizer da is third person singular form and dan is third person 
plural. In West Flemish the complementizer is fully inflected for person and 
number, in a way analogous to the verb inflection (Haegeman, 1992). In (41 )  
the complementizer da in column (i) varies depending on the person and 
number of the subject in exactly the same way that the finite V goa varies in 
column (ii). 

(i) CP 

� 
Spec C '  � 

C AGRcP 

� 
Spec AGRc' 

r-----.. 
AGRc AGRP 

----
NP . . .  

AGRcP is the AGR-projection associated with C. Shlonsky proposes that AGRc 
hosts the agreement features of the West Flemish complementizer (cf. text exam­
ples (40) and (41) ) .  We do not pursue this issue here. 
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41 C-agreement in West Flemish 
(i) 

41a dan-k ik noa Gent goan 
that-I I to Ghent go 
'that I am going to Ghent' 

41b da-j gie noa Gent goat 
that-you you to Ghent go 

41c da-se zie noa Gent goat 
that-she she to Ghent goes 

41d da-me wunder noa Gent goan 
that-we we to Ghent go 

41e da-j gunder noa Gent goat 
that-you you to Ghent go 

41f dan-ze zunder noa Gent goan 
that-they they to Ghent go 

(ii) 
Tun goan-k ik noa Gent. 
then go-I I to Ghent 
'Then I am going to Ghent. '  
Tun goa-j gie noa Gent. 
Then go-you to Ghent 
Tun goa-se zie noa Gent. 
then goes-she she to Ghent 
Tun goan-me wunder noa Gent. 
Then go-we we to Ghent 
Tun goa-j gunder noa Gent. 
then go-you you to Ghent 
Tun goan-ze zunder noa Gent. 
then go-they they to Ghent 

To summarize this section: we assume that the formal licensing of traces 
is achieved by head-government. The problematic case of subject traces can 
be dealt with adequately once we admit that C can be realized by AGR and 
that AGR belongs to the class of proper head governors. 

2.2.3 IDENTIFICATION 

2.3.3.1 Theta-government or antecedent-government In formulation (35) 
of the ECP the condition on the identification of the trace is formulated as 
a disjunction: identification is achieved either by theta-government or by 
antecedent-government. We have already discussed antecedent-government 
with respect to adjunct extraction. An XP is theta-governed if it is governed 
by a head which theta-marks it. The disjunctive formulation of the ECP in 
(35) implies that as soon as a trace is theta-govemed it will be identified and 
satisfy the identification clause of the ECP. Since theta-government implies 
head-government, the formal licensing requirement will be fulfilled as well as 
the identification requirement. We expect therefore that all theta-governed 
traces satisfy the ECP and, crucially, do not require antecedent-government. 
But this prediction is not borne out by the facts. Consider (18 )  repeated for 
the reader's convenience as (42)-: 

42a What did they say he weighed t last week? 
Sixty kilos. 
Apples. 
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42b What did they wonder whether he weighed t last week? 
"Sixty kilos. 
Apples. 

42c What did they not say that he weighed t last week? 
"Sixty kilos. 
Apples. 
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Weigh has a stative reading in which case it selects, and theta-marks, a 
MEASURE phrase, and it has an agentive reading in which case it selects, and 
theta-marks, a THEME. As the answers show, (42a) is ambiguous between the 
two readings: what can be interpreted either as a non-referential MEASURE 
phrase or as a referential THEME. In (42b) and (42c) what can only have the 
referential reading, the non-referential reading is lost because of the intervening 
A'-specifiers. However, if theta-government suffices for the identification of 
the trace then this is unexpected: whether what has a referential reading or 
not, its trace is theta-governed by weigh. Apparently theta-government does 
not suffice to identify the trace. A similar conclusion can be drawn from the 
data in (43):  

43a [AGRPl It seems bz that IAGRP2 everyone believes John])]. 
43b [AGRPl It seems [en that IAGRP2 JQhn; was believed t; by everyone]]). 
43c " [AGRPl John; seems b2 that IAGRP2 it is believed t; by everyone.)]]. . 

(cf. (6c» 

Compare (43c) :with (43b). In both, the trace of John is theta-governed by 
believed. The intervening expletive subject it causes the problem in (43c); (43d) 
is grammatical. 

43d [AGRPl John; seems [AGRP2 t'; to be believed t; by everyone]]. 
(cf. (6d» 

This suggests that we have an effect of Relativized Minimality: it is a po­
tential antecedent for the trace of John and it blocks antecedent-government. 
If t�eta-government were sufficient for satisfaction of the identification 
coridition on �aces we would not expect (43c) to have a status different from 
(43b) and (43d). 

2.2.3.2 Referential indices In our discussion of the sentences in ( 18/42) we 
have seen that referentiality plays an important part in determining the dis-
tance of movement: 

. 
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44a What did they say that John weighed t? 
44b What did they ask whether John weighed t? 
44c What did they not say that John weighed t? 

Rizzi ( 1990a), referring to proposals by Aoun (1986) and Cinque (1984), 
proposes that referentiality is the crucial factor in determining the interpre­
tation of (44) (cf. also Cinque, 1991 ). Referential arguments can be extracted 
regardless of the intervention of potential antecedent-governors, while non­
referential complements cannot cross intervening A'-specifiers. In order to 
capture the distinction between referential and non-referential constituents 
Rizzi ( 1990a: 85-6) proposes a refinement of the notion argument. Following 
the discussion in chapter 1 we have used the term 'argument' to designate all 
constituents which are selected. We will continue to assume that all selected 
constituents are theta-marked. Among the selected (or theta-marked) consti­
tuents, only some refer to participants in the event described by the verb 
(John, apples, books, etc.); others, however, do not refer to participants but 
rather qualify the event (measure, manner, etc., or idiom chunks). The former 
type of selected constituents are referential arguments in Rizzi's more restricted 
interpretation, the latter are not. Rizzi's distinction between theta-marked 
constituents which are arguments and those which are not is similar to th, 
proposed by Chomsky (1981a: 37, 325), who distinguishes arguments from 
quasi-arguments (see fn. 1 1) .  In Rizzi's approach arguments are referential 
expressions, i.e. they refer to participants in the event; quasi-arguments, such 
as the subjects of weather verbs and the nominal parts of idioms, are consti­
tuents which are theta-marked, i.e. which are llelected by the predicate, but 
which do not refer to a participant. Selected constituents are argumental if 
they are referential. In other words, we distinguish two kinds of theta-roles: 
argumental or referential theta roles (AGENT, THEME, PATIENT, EXPERI­
ENCER, GOAL, etc.) and quasi-argumental, non-referential theta roles 
(MANNER, MEASURE, idioms chunks, etc.) ( 1990a: 85-6). Rizzi proposes 
that the use of referential indices and coindexation be restricted to constituents 
which receive a referential theta role: 

45a Referential indices: licensing condition (i) 
A referential index must be licensed by a referential theta role. 
(Rizzi, 1990a: 86) 

(45a) implies that selected constituents which are non-referential and ad­
juncts do not have a referential index. 
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2.2.3.3 The ECP as a formal licensing condition Returning once again to 
the ECP the following modification is proposed. We maintain the head­
government requirement. ' We also assume that non-overt categories have to 
be identified, but the identification requirement is not considered part of the 
ECP any more. It is a general requirement on non-overt categories. The ECP 
is thus reduced to the formal licensing requirement (46) :  

46 ECP (Hi) 
A non-pronominal empty category must be properly head-governed. 
(Rizzi, 1990a: 87) 

What about the identification? Consider the data in (47): 

47a Which problem; did he solve t;? 
47b How did he solve the problem t? 

In (47a) we have moved a wh-phrase which has a referential theta role. Hence 
it bears an index. In (47b) we have moved a manner adjunct which does not 
bear an index. Rizzi proposes that the identification of the trace in (47a) is 
established by binding'. Binding is redefined in terms of referential co­
indexation: 

48 Binding 
X binds Y if and only if 

(i) X c-commands Y; 
(ii) X and Y have the same referential index. 

(Rizzi, 1990a: 87) 

Binding (48) is not a local relation: binding relations are not sensitive to 
Relativized Minimality effects; they can be established across intervening 
pcirential ant�cedents. Apart from a slight degradation due to subjacency in 
(49a), the extractions in (49) raise no particular problems: which problem; 
binds t;. 

49a ?Which probleIllj do you wonder whether he would solve t;? 
49b Which problem; ,did you not believe that he had solved t;? 
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On the other hand, adjunct traces do not bear a referential index, hence they 
cannot be identified by binding. This, Rizzi argues, is the reason why such 
traces have to be locally antecedent-governed: a government relation has to 
be established between the adjunct and its trace. In (47b) above the relation 
can be established and how will antecedent-govern its trace. (47c) is 
ungrammatical because which problem blocks antecedent-government be­
tween how and its trace; how cannot be connected to its trace and the trace 
is unidentified. Observe that we distinguish between the A'-chain headed by 
which problem, whose members bear an index, and that headed by how, whose 
numbers cannot bear an index. 

47c * bl How do [AGRPI you [VPI t' [VPI wonder b2 which problem, £AGRP2 
we can [VP2 [VP2 solve ti Itl]]]]]] ? 

In (47d) a chain can be established between how and the lowest trace via the 
intermediate traces. 

47d bl How do £AGRPI you [VPI t" [VPI think [CP2 t' that [AGRPl we can [VP2 
[VP2 solve the problem I tllllll l ?  

Because we now assume that only constituents which receive a referential 
theta role bear an index, we cannot use the notion coindexation in the 
definition of antecedent-government. Rizzi ( 1990a: 92) proposes the follow­
ing alternative: 

50 Antecedent-govemment. 
X antecedent-governs Y if and only if 

(i) X and Y are non-distinct; 
(ii) X c-commands Y; 

(iii) no barrier intervenes; 
(iv) Relativized MinimaIity is respected. 

The coindexation requirement is replaced by a more general non-distinctness 
requirement: two constituents are non-distinct if the features for which they 
are specified are non-distinct. 

2.2.4 SUMMARY 

Let us take stock of what we have achieved. As a first step, we have replaced 
the disjunctive formulation of the ECP in (7)/(27), in which proper government 
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is ensured, (i) by theta-government or (ii) by antecedent-government, by a 
conjunctive · formulation in (35) with (i) a formal licensing clause in terms of 
head-government and (ii) an identification clause. The identification clause is 
itself disjunctive: identification is achieved by (i) theta-government or (ii) 
antecedent-government. As a second step we separate the formal licensing 
condition from the identification requirement and we reduce the ECP to the 
formal licensing condition (46). 

Obviously, we still need an identification requirement. Non-overt catego­
ries must be interpreted, their content must be identified. This means that 
independently from our newly formulated ECP, we still have to connect a 
moved constituent with its trace. The question is how this connection can be 
established and how we can capture the asymmetry between arguments, now 
restricted to constituents with a referential theta role, on the one hand, and 
adjuncts and selected constituents with a non-referential theta role, on the 
other hand. Rizzi (1990a) captures this distinction in terms of indexation: 
indices are reserved for constituents with a referential theta role. A moved 
constituent can be connected to its trace by one of two strategies: binding or 
(antecedent-)government. Binding depends on coindexation and is insensitive 
to Relativized Minimality effects; this means that it allows for a long distance 
relation. Binding is only available for referential arguments. Antecedent­
government does not depend on coindexation, it is subject to a stricter locality 
condition: government between X and Y is blocked by intervening barriers 
and by potential governors. 

2.3 A-chains 

Consider the following contrast in the light of the newly formulated ECP. 

51a ?[cp1 Whoj did £AGRPI you wonder [en how £AGRP2 PRO to believe tJ]]]? 
51b "hi £AGRPl Johnj seems [en that £AGRP2 it is believed tj by everyone]]]]. 

(51a) is grammatical, with a weak subjacency effect. The trace of the ex­
�.racted object satisfies the ECP since it is head-gov�ed by the V believe. Who 
receives a theta role from believe and is referential, its trace is identified via 
binding. We have seen that binding requires coindexation and c-command, 
these conditions are fulfilled in (51a). 

In section 2.2.3.1  we discussed (SIb) as (43c) . The problem with this 
example is that it is ungrammatical in spite of the fact the trace of John is 
head governed by believed. The intervening expletive subject it causes the 
problem; (43d), repeated here as (SIc), is grammatical. 
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51c [AGRPl John; seems [AGRP2 t'; to be believed t; by everyone]]. 

(51b) illustrates Relativized Minimality: it is a potential antecedent for the 
trace of John and it blocks antecedent-government. The problem with this 
sentence concerns the connection of John to its trace . John is not an adjunct. 
In (SIb) the chain <Johni' t�, ti> receives an argumental theta role from believe. 
It seems natural to assume that the theta role assigned by believed in (51a) 
is the same as that assigned in (51 a). The contrast in (51 ) is then rather 
unexpected: in (51a) who can be connected back to its trace by binding; in 
(51b) John cannot be connected back to the trace by binding and antecedent 
government is required. 

The ungrammaticality of (51b) suggests that the use of coindexation, and 
hence of binding, must be even more restricted. As a first approximation let 
us suppose that the possibility of referential indexation is restricted to the 
argument itself, rather than extending it to any member of a chain receiving 
an argumental theta role. The trace of NP-movement as such cannot carry the 
referential theta role: in isolation, the NP-trace is caseless, hence it is invisible 
and does not bear the theta role. In (51b) the theta role is associated with the 
chain <Johnj, t�. tj>. Pursuing this line of reasoning, Rizzi proposes that NP­
traces are non-arguments, they do not carry a referential index, and he�ce 
they have be connected to their antecedents via government, and would ' be 
subjected to Relativized Minimality (1992b: 4). 

This approach will account for the ungrammaticality 01 (51b). But we must 
ensure that the empirical coverage of our approach remains the same, i.e. that 
we continue to capture the facts which we accounted for before. Notably, we 
must ensure that (51a) can be derived. That means that the trace of who must 
be able to be connected to its antecedent via binding. The trace of who is an 
argument: it is theta-marked and it is assigned case. In addition to permitting 
a referential index on the variable, though, we must permit the indexation 
of the operator, who. Based on our discussion in chapter 9 who is a non­
argument as S-structure and at LF. But notice that in the corresponding D­
structure (51d) who is in a thematic position. We assume that the theta 
criterion applies at all levels of representation and that D-structure encodes 
thematic relations. It follows that at D-structure whom receives a referential 
theta role and it is a refereritial argument: 

Std [CPl £AGRPl you did wonder b2 £AGRP2 PRO to believe whom; how]]]]? 

Rizzi proposes that a constituent can carry a referential index only if it is an 
argument at some level of representation: 
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45b Referential indices: licensing condition (ii) 
X can .carry a referential index only if it bears an argumental theta role 
at some level of representation. 
(Rizzi, 1992b: 4) 

(45b) will still achieve the right result for adjunct extraction. In (47c), for 
instance, repeated here as (52a), the A'-chain does not contain an argument 
because it is not assigned an argumental theta role. 

52a * bl How do [AGRPl you [VPI t' [VPI wonder bz which problemj [AGRPZ 
we can [vpz [VPl solve tj ]t]]]]]J] ? 

Hence the trace of how has to be identified by antecedent-government and 
the intervening which problem gives rise to an intervention effect. In (47d), 
repeated here as (52b ) , antecedent-government between how and the lowest 
trace is achieved via the intermediate traces. 

52b bl How do IAGRPl you [VPl tU [VPl think [eP2 t' that IAGRP2 we can [VP2 
[VP2 solve the problem ]tJ]]]J]] ? 

By restricting coindexation to constituents with a referential theta role at 
some level of representation we arrive at a unitary treatment for both the 
argument/adjunct asymmetry in A'-chains and for the strong locality condi­
tions on A-chains.15 

3 Further Problems 

3. 1 Long Head Movement 

In section 1 above we discussed head movement to illustrate Relativized 
Minimality effects. Heads move in a stepwise fashion, and cannot cross 
_�-commanding heads . 

..:",::". 
IS Rizzi (f992b 1 also discusses instances of A' -chains which require antecedent­

government regardless of the argument-adjunct distinction. He shows how these 
cases too can be made to follow from Relativized Minimality. One instance of this 
phenomenon is given in (il: 

(ia) It was this book that John bought at the fair 
lib) Which book was it that John bought at the fair? 
(ie) *Which book was it not that John bought at the fair? 
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S3a Could you t have done it? 
53b "Have you could t done it? 

This phenomenon was initially described as the Head Movement Constraint 
(Travis, 1984), and ultimately reduces to the ECP. In our current format, it 
is obvious that the moved head is not a referential argument, hence will not 
bear a referential index and can only be connected to its trace by antecedent­
government. Antecedent-government of t by have in (53b) is blocked by the 
intervening head could. Recall though that we pointed out certain cases of so 
called Long Head Movement in chapter 11 ,  section 4. Rivero (1991 ) gives, 
among others, the following Bulgarian examples: 

54a Petur e procel knigata. 
Peter has read book the 
'Peter has read the book.' 

54b Procel e knigata. 
read has book the 
'He has read the book.' 

The order (54b) in which the verb procel precedes the auxiliary e is strikingly 
at odds with the concept of Relativized Minimality. Schematically (54b) 
reduces to (S4c) . 

54c Procel 
X 

e 
Z 

t 
Y 

knigata 

where X should antecedent-govem Y across Z. One option would be to say 
that Relativized Minimality does not apply to head-movement: then the trace 
of procel would only be subject to the ECP, i.e. it would have to be properly 
head-governed, which it is. 

Let us pursue an alternative line, suggested by Rivero herself. Consider that 
so far we have distinguished three types of movement: head movement, i.e. 
:xo movement, A-movement of XP and A'-movement of XP. There is an 
asymmetry between Xo movement and XP movement: we assume that there 
is only one kind of :xo movement and that there are two types of XP move­
ment. One way of dealing with Rivero's long head movement data, and with 
similar phenomena in other languages, is to distinguish two types of head 
positions, by analogy with the A and A' distinction for maximal projections. 
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We could then argue that in (54c) the auxiliary e is of type A, and that the 
moved participle procel is of type N. In this way e would not block govern­
ment of t by procel. We leave the phenomenon of Long Head Movement at 
this point, it is a challenging one which must be subject to further research. 

3.2 A-positions and A'-positions 

3.2.1 INTRODUCTION 

In the discussion we have been assuming that the distinction between A­
positions and A'-positions is dear cut. In chapter 2 we gave a very informal 
definition: A-positions are positions like the subject position or the object 
position, while A' -positions are positions like [Spec, CP] or positions 
occupied by adjuncts. 

Originally (Chomsky, 1981a) A-positions were equated with potential the­
matic positions, i.e. positions to which thematic roles could be assigned. In 
more traditional terms, A-positions are the positions to which grammatical 
functions such as subject or object are assigned. Such positions are, for in­
stance, relevant for binding, the binding theory being a theory of A-binding. 
The canonical subject position [Spec, IP], or [Spec, AGRP] in the split INFL 
framework, was considered an A-position: it was generally assumed to be the 
base-position of subjects in transitive sentences and it also was seen to be 
relevant for binding. A-movement, i.e. movement of an NP to an A-position 
instantiated by passive structures or raising structures, is typically to the ca­
nonical subject position. In the current framework it is assumed, though, that 
the canonical subject position, i.e. [Spec, IP] or [Spec, AGRP] , is not the 
thematic position of the subject (cf. chapter 6, section 5) .  The base-position 
of the thematic subject is VP-internal, the subject NP moves to [Spec, AGRP] 
(or [Spec, IP]) for case reasons. Hence, the canonical subject position is no 
longer a position to which a thematic role can be assigned, not even in 
transitive sentences. If we wish to continue to assume that the canonical 
subject position is an A-position then we cannot continue to restrict the 
definition of A-positions to just those positions than can be assigned a the­
l1)atic role and we need another definition. 

In the literature A'-positions were usually defined as the opposite of A­
positions, i.e. whenever a position was not an A-position it was an N­
position. This means that depending on our definition of A-positions, the 
definition of A'-position also varies and that A-positions and A'-positions will 

. be in complementary distribution: a position is either an A-position, or an 
N-position. 
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3 .2.2 THE CANONICAL SUBJECT POSITION IS AN A-POSITION 

Let us first consider the canonical subject position, [Spec, IP] or [Spec, AGRP] 
in the Split INFL framework (chapter 1 1 ) . Various arguments can be ad­
vanced that confirm the A-status of the canonical subject position. 16 

One area which throws light on the status of the subject NP is the binding 
theory. Consider first (55a): 

55a John has invited himself. 

In chapter 4 we discuss the properties of reflexives such as himself and we 
propose there that they are subject to Principle A of the binding theory: they 
must be bound in their governing category. For (55a) we first proposed that 
the relevant binder was John. In chapter 6, section 5 we pointed out that as 
a consequence of the hypothesis that the thematic position of the subject is 
VP-internal, the relevant local binder of himself will not be the actual NP 
John in [Spec, AGRP]. Rather, the relevant binder will be the VP-internal 
trace: 

55b John; has [vp t; invited himselfJ. 

Examples such as (55a) do not tell us anything about the status of the 
canonical subject position. (56a) provides evidence that the canonical subject 
position is an A-position because this example shows that the canonical 
subject position itself is relevant for binding. 

56a Hej/.; did not come because John; was ilL 

In the example, John, the subject of the adjunct clause of reason must not be 
coindexed with he, the subject, of the matrix clause. Consider the rough 
structure in (56b). We assume that reason adjuncts are TP-adjoined. In this 
example the VP-internal trace of he will be too low to c-command John, thus 
it should play no role in establishing binding relations. The NP in [Spec, 
AGRP], he, c-commands John and therefore should not be coindeXed with 
it. 

16 This section draws from Rizzi's class lectures 1992-3. 
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Since the coindexation of John and he gives rise to a binding theory violation 
we conclude that he occupies an A-position. If the canonical subject position 
occupied by he in (56) were an A'-position, it should not be relevant for binding 
and (56) would be grammatical. 

Further support for distinguishing the canonical subject position from 
A'-positions can be obtained from data concerning parasitic gaps. Consider 
the examples in (57): 

57a This is the book la which John filed t [without reading ec]]. 
57b "This is the book le. which John passed the exam [without reading 

ec]]. 
57c "This book was filed t [without reading ec). 

-

r 
In (57a) the relative pronoun which has been moved from the object position 
of filed to the specifier of the relative CP. In the adjunct clause the object of 
reading is also non-overt and represented in our example as ec. As discussed 
in chapter 8, empty categories such as that in the adjunct clause of (57a) are 
called parasitic gaps because they depend for their "acceptability on the 
presence of another gap. (57b), where there is no gap of movement, is 
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ungrammatical: the ec in the object position of reading cannot be licensed by 
another gap. Recall also that only A'-traces are able to license parasitic gaps 
and traces created by NP-movement to the subject position cannot license 
parasitic gaps. In (57c) the gap in the object position of filed is A-bound by 
the NP this book . These data suggest then that movement to the canonical 
subject position, i.e. NP movement, differs from movement to A'-positions such 
as [Spec, CPl. This difference can be captured if we assume that the canonical 
subject position is an A-position. 

Finally, we have postulated, following Rizzi ( 1990a), that A-movement and 
A'-movement are each subject to specific locality constraints: A'-movement, 
for instance, is not hampered by intervening A-antecedents, while A-move­
ment' is. In (58a) the A'-movement (topicalization) of John is not blocked by 
the intervention of the lower subject NP Mary or by the higher expletive subject 
it; in (58b) movement of John to [Spec, AGRP) is blocked by the intervening 
lower subject Mary. 

58a John it seems that Mary likes t. 
58b "John seems that Mary likes t. 

Again these data provide grounds for distinguishing the position occupied 
by John in (58a) from that in (58b).  Again we can draw the distinction by 
assuming that topicalization in (58a), like wh-movement, is A'-movement, and 
that NP-movement is A-movement. 

3.2.3 A-POSITIONS 

Rizzi (1991) proposes that A-positions are either thematic positions or specifiers 
of AGR. Recall that he assumes the AGR may either project its own AGRP 
or that AGR may also be associated with another head such as C. 

In Rizzi's approach the A-status of a position is determined in configura­
tional terms, i.e. in terms of a specifier-head relation, as well as in terms of 
the feature content of the position. What is relevant for the A-status of a 
position is not simply that it be a specifier of a projection of AGR or of a 
head with AGR features: the element in the specifier position shares agree­
ment features with AGR: 
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x 
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Number 
Gender 

3.2.4 A'-POSmONS 
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Though it is not possible to go into this issue in more detail here, consider 
that the definition of A' -positions can now be reformulated analogously to 

the definitio� of A-positions in (59). In our theory, the prototypical A'­
position is [Spec, CPl. In chapter 2 we pointed out that the head of the 
clause, C, is characterized by the feature [±WH]. Moreover, there is an 
agreement relation between [Spec, CP] and [C] in terms of the feature [±WHJ. 
Recall our discussion of example t70a) repeated here as (60a): 

60a I wonder what Poirot will buy. 

In (60a) the direct object of buy is a wh-phrase, what. Such an interrogative 
phrase could be said to also contain the feature [+WH]. The wh-phrase has 
to move to [Spec, CPl . (60b) is the S-structure of (60a):  

60b CP 
� 

4"ij.: Spec . C '  
r � C IP 

I � 
what L+WHJ Poirot will buy tj 
[+WH] 
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In interrogative clauses, [Spec, CP] and C agree with respect to the feature 
[+WH]P 

On the basis of these observations and by analogy with our definition of 
A-positions, A'-positions can be defined as specifiers of XP where the relevant 
features that are shared are A'-features, or operator features. Typical operator 
features are the negative feature and the feature associated with interrogative 
sentences represented as [WH].tS Much current work concerns the definition 
of A-positions and N-positions (Mahajan ( 1 990), for instance) .  

61 XP 

� 
. Spec X '  

[Neg ] 
±WH I 

X [Neg ] ±WH 
3.2.5 CONCLUSION 

In this section we consider the definition of A-positions and A'-positions. 
A-positions are defined as either thematic positions or specifier positions 
which share AGR features with a head. N-positions are specifier positions 
which share operator features with the head. Observe that the definition of 
A'-positions is no longer dependent on the definition of A-positions, both 
positions are defined partly in configurational terms, partly in terms of feature 
content. The definitions proposed here also mean that a position might meet 

17 Cf. May (f985) and Rizzi (forthcoming) for discussion. 
18 The data in (61)-(62) suggest that there is a matching requirement which imposes 

that a head carrying the feature [+WH] must have a matching specifier. Rizzi 
(forthcoming) formulates this constraint in terms of a well formedness condition: 

(i) Wh Criterion 
(ia) An XO [+WHJ must be in a specifier head relation with an operator 

with the feature [+WHj 
(ib) An operator with the feature I+WHj must have a specifier head relation 

with an XO I+WH) 

It is proposed in the current literature (for instance in (Chomsky, 1992; Haegeman, 
in preparation; Rizzi, forthcoming) that this matching requirement is an instantia­
tion of a more general condition on the licensing of features. This issue is the topic 
of ongoing research. The reader is referred to the literature. 
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both the criteria for A-status and that for A'-status. The status of mixed 
positions is pursued in ,current research (Rizzi ( 199 1 ), Haegeman (in prepa­

ration) ) . 

4 Summary 

The chapter first introduces the concept of Relativized Minimality, a locality 
condition on government defined in ( 1 ): 

1 Relativized Minimality 

X x-governs Y only if there is no Z such that 
(i) Z is a typical potential x-governor for Y; 

(ii) Z c-commands Y al1d Z does not c-command X. 
(Rizzi, 1990a: 7) 

In the chapter we have examined and reformulated the ECP. We first replace 
the disjunctive formulation in (2) by a conjunctive formulation of the Eep, 
(3),  which contains a licensing condition (a) and an identification condition 
(b):  

2 ECP ( i )  
Traces must be properly governed. 
A properly governs B iff A theta-governs B or A antecedent-governs B 

3 Eep (ii) 
A non-pronominal empty category must be 

3a properly head-governed; 
3b Theta-governed or antecedent-governed; 
.. ;; ,  (Rizzi, 1990: 74) 
where .: 

(Formal licensing) 
(Identification) 

3c proper head-government is government by XO within the immediate X'; 
3d theta-government is government by a theta assigner; 
3e antecedent-government is government by an antecedent, an element that 

governs the governee and binds it; 
3f X binds Y if and only if X c-commands Y and X and Y are coindexed. 

(Rizzi, 1990a: 74) 
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Finally we reduce the ECP to a formal licensing condition: 

4 ECP (iiiJ 
A non-pronominal empty category must be properly head -governed. 
(Rizzi, 1990a: 87) 

In order to allow for proper head-government of the trace in the canonical 
subject position of a finite clause we propose that C may dominate AGR in 
whieh case C can head govern: 

5 c �  { that } 
AGR 

The relation between the moved element and its trace is established by one 
of the following two strategies : binding (6) or government (8 ) .  

6 Binding 
X binds Y if and only if 
(i) X c-commands Y; 

(ii) X and Y have the same referential index. 
(Rizzi, 1 990a: 87) 

Binding is restricted to referential arguments because these are the only con­
stituents which can bear a referential index. 

7 Licensing condition on referential indices 
X can carry a referential index only if it bears an argumental theta role 
at some level of representation. 
(Rizzi, 1992b: 4) 

8 Antecedent-government 
X antecedent-governs Y if and only if 

( i) X and Y are non-distinct; 
(ii) X c-commands Y; 
(iii) no barrier intervenes; 
(iv) Relativized Minimality is respected. 
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5 Exercises 

..:} 

Exercise 1 

The following examples are discussed by Rizzi (1 990a: 84, (26» . 
Discuss their status. 

1 a It seems that someone told Bill that . . .  
1 b It seems that BiH was told t that . . .  
1 c *Bill seems that it was told t that . . .  

(l c) shows that long distance NP-movement ('super-raising') is impos­
sible. Does the

' same apply to control patterns? In your discussion 
consider the following example (from Rizzi (1 990a: 84, his (25» . 

2 John thinks that it is difficult [PRO to shave himself in public]. 

Exercise 2 

Consider the following data, 

1 a How did you say that he repaired the car? 
1 b *How do you wonder whether he repaired the car? 
1 c *How didn't you say that he repaired the car? 

In (1 b) and in (lc) the intervening wh element whether and the in­
tervening negation n't block antecedent-government between how and 
its trace. Now consider the following examples from English (2) and 
from Modem Greek (3) (from Agouraki (1 993: 55-6»: 

2a 
2b 

2c 

2d 

How/slowly did Mary say [that Matthew gave Jared the book t]? 
·How slowly could Mary say [that Matthew gave Jared the book 

t]? 

*How slowly might Mary have said [that Matthew gave Jared the 

book t]? 
*How slowly should Mary have said [that Matthew gave Jared the 
book t?]? 
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3a jati ipe [ati me misi t]? 
why said-he that me hates 
'Why did he say that he hates me?'  

3b *jati na pi [oti me misi  t]? 
why must say-he that me hates 

4a jati lei [ati eftiakse to aftokinito t)? 
why says that fixed-he the car 
'Why does he say that he fixed the car?' 

4b *jati LEI [ati eftiakse to aftokinito t]? 
why SAYS (focus) that fixed-he the car 

What conclusion can we draw from the examples above with respect 
to the nature of elements that intervene in antecedent-government. (cf. 
Rizzi, 1 990a: 1 1 6, tn. 1 6) .  In order to account for the contrasts abov.e 
Agouraki (1 993) proposes that modal elements and sentential Focus 

are also associated with operators (ct. Puskas (1 992». 
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